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SUMMARY

The goals of the Precision Engineering Center are: 1) to improve the understanding and capability
of precision metrology, actuation, manufacturing and assembly processes; and 2) to train a new
generation of engineers and scientists with the background and experience to transfer this new
knowledge to industry.  Because the problems related to precision engineering originate from a
variety of sources, significant progress can only be achieved by applying a multidisciplinary
approach; one in which the faculty, students, staff and sponsors work together to identify important
research issues and find the optimum solutions.  Such an environment has been created and
nurtured at the PEC for over 21 years; the new technology that has been developed and the 90
graduates attest to the quality of the results.  

The 2003 Annual Report summarizes the progress over the past year by the faculty, students and
staff in the Precision Engineering Center.  During the past year, this group included 7 faculty, 11
graduate students, 3 undergraduate students, 2 full-time technical staff members and 2
administrative staff members.  Representing two different Departments from the College of
Engineering, this diverse group of scientists and engineers provides a wealth of experience to
address precision engineering problems.  The format of this Annual Report separates the research
effort into individual projects, however, this should not obscure the significant interaction that
occurs among the faculty, staff and students.  Weekly seminars by the students and faculty provide
information exchange and feedback as well as practice in technical presentations.  Teamwork and
group interactions are a hallmark of research at the PEC and this contributes to both the quality of
the research as well as the education of the graduates.  

The summaries of individual projects that follow are arranged in the same order as the body of the
report, that is the four broad categories of 1) metrology, 2) actuation, 3) control and 4) fabrication.  

1) METROLOGY

The emphasis of the metrology projects has been to develop new techniques that can be used to
predict surface shape as well as measure important parameters such as tool force.

Design and Fabrication of High-Current Density Electrical Connections
The fabrication of pulse power experiments at Los Alamos National Labs requires assembly of a
combination of shrink fit, press fit, and bolted compression joints that are used to carry large
electrical currents.  These joints are also called on to support some mechanical stresses.  As a result,
the integrity of these joints is critical to the success of the experiments.  The primary issues are:
mechanics of the interference fits, physical description of the contact surfaces between the
components and joint void description.  To investigate these issues, finite element simulations have
been carried out.  The focus of this report is on the current generation liner glide plane system,
which represents a significant departure from previous designs and reported results.
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Effect of Phase Transformation on Scribing Behavior of Single Crystal Silicon
With the appropriate conditions, a diamond tool can produce ductile scribes on single crystal silicon
due to a brittle-to-ductile transformation of the material beneath the scribe.  This anomalous plastic
flow has been attributed to a high-pressure phase transformation from diamond cubic to a metallic
ß-tin phase.  The residual stresses within the scribe create a bending distortion in a flat wafer
sample.  The deflection was measured using optical interferometery and correlated to a model of the
bend effect due to the residual stresses. SEM and AFM characterization is used to aid
characterization of the material removal.  Raman spectroscopy was also used to study the nature of
the material within the scribe region and to indicate whether the hypothesized transformation has
occurred.  The effects of tool geometry and loading, as well crystallographic orientation and
direction of the wafer were studied.

Metrology Artifact Design
In the past, Oak Ridge Y-12 has used rotary contour gages to measure machined parts.  The
increased use of Coordinate Measuring Machines (CMMs) has warranted a need for a reference
standard to compare previous measurements using rotary contour gages with current measurements
using CMMs.  After considering various types of artifact standards, a ring gauge was chosen for
further development.  A swept sine wave with ± 2.5 µm amplitude was inscribed on the ID of the
ring gauge.  The wave feature will facilitate the determination of the affect that small anomalies on a
surface have on a measurement.  The machining of the swept sine wave was completed in an open
control loop.  Initial measurements of the completed artifact were done at the PEC.  Further
evaluation is in progress at Oak Ridge Y-12.

Ultraform 2D
A polar profilometer, Ultraform 2D, has been built in a cooperative venture by Precitech and the
PEC under a technology transfer license agreement.  The design is based on the Polaris machine
that was developed at the PEC in 2000.  Ultraform incorporates numerous improvements in
packaging, axis design and control software to produce a commercial measuring machine.  Both the
measurement volume and resolution have been increased compared to the Polaris design and
controller level support for improved operating procedures has been incorporated.  In particular, a
means of following an arbitrary surface using the LVDT probe for axis feedback has been
developed.  Updating the user interface software to take advantage of these new hardware features
and implementation of improved probe waviness compensation algorithms are in progress.

2) ACTUATION

Real-time control is a necessary technique to improve the precision — accuracy and repeatability —
of a fabrication or measurement process.  The metrology activities discussed above are intended to
develop tools or devices to measure shape, force or properties.  Equally important are improved
actuators with the ability to create the motion necessary to correct errors.  
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Development of High-Speed, Low Amplitude Fast Tool Servo
Fast tool servos are used to create minute surface features on a cutting surface.  Servos have been
previously developed at the PEC. These designs as well as other actuation methods are explained.
Increasing the operation frequency of a fast tool servo leads to an increase in production efficiency.
The goal of this project is to create a device capable of operating at 10,000 Hz while producing a 5
_m stroke. The technical challenges, including actuator type, frequency limit, structural design,
cooling and reliability, are explained and addressed in detail. Different actuation methods for the
servo are explored, and a comparison is given.  A preliminary design utilizing piezoelectric actuation
and a lightweight ceramic tool holder is presented.  Progression through associated calculations are
used to show the feasibility of the design, and a plan for future work is explained.

3) FABRICATION

High-speed milling, plastic replication and a new technique for diamond turning have been the
focus of the fabrication process research over the past year.  

Force Feedback Control of Tool Deflection in Miniature Ball End Milling
Previous research at the PEC focused on open-loop compensation of machining errors associated
with tool deflection in miniature ball end milling.  These methods utilized tool force models to
predict deflections and pre-compensate tool paths off-line to improve the dimensional tolerance and
accuracy in finished parts.  Real-time force feedback has the potential to further improve the
accuracy of the machined profiles.  Two specific force feedback approaches are discussed: cutting
depth prediction based on a cutting force model and tool deflection prediction using a model of tool
stiffness.  Real-time control algorithms incorporating both methods were implemented and
evaluated on a high-speed air-bearing spindle mounted on a 3-axis diamond turning machine.
Results indicate that profile errors can be reduced up to 80% (to ± 2 µm) when compared to non-
compensated cases.  

2D Force-Feedback Tool Deflection using Instrumented Tool Spindle
The primary objective of this research is to improve dimensional tolerances and reduce total
manufacturing time in precision milling operations through the implementation of force-feedback
machining.  Previous techniques utilized the machine tool axes to compensate these deflections but
a better approach is to build the compensation into the spindle to create a “rigid” tool.  The new
2D design utilizes a pair of 3-axis load cells that support the spindle and measure the magnitude
and direction of the steady-state tool forces.  This fixture is in turn supported on two piezoelectric
actuators.  These are located in a structure that can position the center-line of the spindle to
compensate for the bending of the tool in two orthogonal directions.  The 2D design has been
designed, fabricated and calibrated.  Initial testing of the prototype is underway.
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Capabilities of Micro-Machining
The goal of this research is to reduce feature size and improve tolerances using micro-scale
machining.  This section reports on a literature search of current machining techniques that have
been used to produce sub-millimeter features, the applications of these techniques and the features
that can be produced.  While many MEMS (Micro-Electro-Mechanical-Systems) devices are
fabricated using the silicon etching techniques developed for the microelectronics industry, micro-
machining is an attractive alternative because of its low start-up cost relative to other capital-
intensive technologies, applicability to a wide range of materials, high flexibility of workpiece shape
and aspect ratio, and low cost for prototype manufacturing.  The search uncovered papers in the
areas of proof of capability, companion processes, process analysis, and the applications of more
general micromachining technologies.

Fixturing and Alignment of Free-Form Optics for Diamond Turning
The fabrication of free-form optics presents unique challenges not only to the diamond turning
process but also to the process by which the workpiece is located with respect to the machine axes.
While rotationally symmetric parts only require alignment in three directions, free-form optics
require alignment in up to six directions.  Distinct from alignment in an optical system, fixture
alignment for diamond turning requires a separate set of techniques to accommodate the forces
encountered in machining.  General fixturing principles, alignment techniques and the application to
a NASA optic are discussed.  While the techniques discussed focus on diamond turning, many of
the considerations apply to other fabrication techniques as well.

Elliptical Vibration Assisted Diamond Turning
Over the past 3 years, a project to develop an Elliptical Vibration Assisted Machining (EVAM)
system was funded by Kodak.  The goal was to create a device that could be used to study the
influence of the process variables on this unique material removal process; specifically the shape of
the elliptical tool motion, the magnitude of the forces, tool wear and surface finish.  Two different
prototypes (called the UltraMill) were created; leading to a high-speed version using piezoelectric
actuators with a light-weight, hollow ceramic tool holder that can operate at over 4000 Hz.  Features
of this high-speed version include a closed loop temperature control system and a light-weight tool
holder with a glued-in diamond tool.  The performance of the UltraMill was impressive and test
cuts were made on plastic, aluminum and silicon carbide.  The surface finish was nearly as good as
diamond turning if the speed of the workpiece was low with respect to the oscillation speed of the
elliptical motion.  The peak cutting forces were reduced by 50%.  The UltraMill can produce optical
quality surfaces and the tool wear is less than conventional diamond turning for difficult to machine
materials such as steel and ceramics.

4) CONTROL

Control of a precision fabrication processes involves both the characterization of the
electromechanical system and the selection of hardware and software to implement the control
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algorithm.  As a consequence, studies of each of these aspects are important research topics for the
PEC.  

Error Compensation using Inverse Actuator Dynamics
The use of fast tool servos (FTS) to create non-rotationally symmetric optical surfaces is growing.
However, the amplitude and phase response of this dynamic system can result in form errors on the
machined part.  The motivation for this work is to implement open-loop modifications of the input
signal to the Variform fast tool servo to correct for its dynamics.  An algorithm using signal
deconvolution was developed to generate the appropriate input commands that produce the desired
response.  Deconvolution is a mathematical procedure that can produce a modified input to reverse
the effects of attenuation and phase if the impulse response of the dynamic system is known.  Since
this modified command is not calculated from the position feedback, there is no delay in the
response. The result is dramatically improved following error especially for high frequency motion.  
An off-axis spherical surface feature has been selected for machining tests of these algorithms.  The
spherical profile is easily measured interferometrically and the machining parameters can be
adjusted to study a wide range of frequencies and amplitudes in the FTS command signal.
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1 FABRICATION, DISTORTION, AND METROLOGY
OF SHRINK FIT ELECTRICAL CONNECTIONS

Patrick D. Morrissey
Graduate Student

Jeffrey W. Eischen
Associate Professor

Department of Mechanical and Aerospace Engineering

The fabrication of pulse power experiments at Los Alamos National Labs requires assembly of a
combination of shrink fit, press fit, and bolted compression joints that are used to carry large
electrical currents.  These joints are also called on to support some mechanical stresses.  As a
result, the integrity of these joints is critical to the success of the mission.  The primary issues at
hand include the following: mechanics of the interference fits, physical description of the contact
surfaces between the liner and glide planes, joint void description.  To investigate these issues,
finite element simulations have been carried out.  The focus of this report is on the current
generation liner glide plane system, which represents a significant departure from previously
designs and associated reported results.
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1.1 INTRODUCTION

After running several pulsed-power experiments using the ATLAS design described in previous
reports, problems were encountered and thus design changes were needed.  There were minor
complications with the axial alignment of components during the shrink fit assembly, but more
important were the problems associated with axial stability during the experiments themselves.  The
ATLAS Generation I shrink fit geometry lacked support for various components (namely the liner
and glide planes) in the axial direction.  This often resulted in slippage during the high-energy
experiments, sometimes completely separating electrical connections.  There was a need for a more
robust geometry, and thus ATLAS Generation II was developed.

The concept behind ATLAS Generation II are identical to the design of Generation I.  Large current
pulses (> 10MA) are passed through the liner, resulting in a radial implosion.  The liner implodes at
speeds on the order of 10-20km/s, contacting a target contained within the liner.  Major differences
in this design include the following: the use of a mechanical press fit rather than a thermal shrink fit
for liner/glide plane assembly, modified liner dimensions and overall geometry, and a new
mechanism through which current flows from the liner.  A cross section of the original design
(Phase I) of ATLAS Generation II is shown in Figures 1 and 2.

Figure 1. Cross section drawing of ATLAS Generation II (Phase I)

Liner

Glide
Plane

s
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Figure 2. Zoomed view of ATLAS Generation II (Phase I)

One of the major differences of this design is the liner shape.  The geometry is no longer a cylinder
and lacks the “bump” features on each liner end.  The liner dimensions, namely thickness, are
easily adjustable during fabrication to meet performance demands determined by experimental
parameters (current magnitude, sinusoidal rise-times, etc).  Secondly, the upper glide plane is
brought into contact with the liner via a mechanical press fit rather than a thermal shrink fit, as in
ATLAS Generation I.  Finally, the compression ring acts as the new mechanism to transfer current
from the liner to the return conductor plates, where the current circuit is completed.  The ATLAS
Generation I design used the lower glide plane as the current exit route from the liner.  Here, the
compression ring is slipped over the end of the liner with 0.254mm (0.010in) of radial clearance.
This clearance is compensated for by a sharp tooth on the conductor plate, which distorts the
compression ring from the top, thus forcing contact with the liner.  The integrity of this interface is
vital to the success of the experiments, and therefore the design of the compression ring and its
surrounding components (i.e., the liner, ring compressor, and lower conduction plate) are critical.
For directional control of current flow, LANL places a high strength insulation tape around the liner
OD in areas of close proximity to the lower conduction plate to ensure that the current flows only to
the compression ring immediately after exiting the liner.

1.2  FINITE ELEMENT ANALYSIS AND RESULTS

Once again the system was modeled with LS-DYNA using axisymmetric elements.  The parts
surrounding the compression ring were slightly altered by LANL to overcome problems with the
experiments, mainly unwanted distortion of other components.  One such modification was
placement of the tooth on the lower ring compressor that distorts the compression ring from the
bottom rather than from the top as described earlier.  The geometry of the upper glide plane and
liner remained the same through this design transition.  The LS-DYNA model of the most recent
component geometry is seen in Figure 3.

Lower
Conductor Plate

Lower Ring
Compressor

Compression
Ring

Liner
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Figure 3. ATLAS Generation II finite element mesh (final design iteration)

The glide planes are composed of copper, the liner and compression ring are 1100 aluminum, the
lower conductor plate is 6061 aluminum, and the lower ring compressor is composed of 304
stainless steel.  

The six components noted in Figures 1 and 2 are the ones of greatest interest for analysis, and the
number of elements used for each of these components is listed in Table 1

Table 1.  Number of elements used in the ATLAS Generation II model

Component # of Elements

Liner 5,002

Small Glide Plane 1,179

Lower Conductor Plate 1,155

Compression Ring 775

Large Glide Plane 774

Lower Ring Compressor 471

Total Elements 9,356

Zoomed View:

Liner
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Lower
Conductor Plate

Lower Ring
Compressor

Compression
Ring

x-direction

constrained

x-direction
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y-direction constrainedInsulation
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1.2.1 RESULTS-UPPER GLIDE PLANE/LINER INTERACTION

During the assembly process, a ring of bolts executes the small glide plane’s upward motion and
torque specifications are used to indicate the final axial position of the glide plane.  A geometric
interference created by a radially tapered liner ensures contact with this upper glide plane, which is
essential for proper current flow from the glide plane into the liner.  To simulate the glide plane’s
upward motion, a displacement was imposed on a node corresponding to the location of the bolt
centerline.  An additional, equivalent displacement was imposed on the top node located at the inner
radius of this glide plane to prevent detrimental rotation in the FEA model.  The locations of these
displacement vectors are shown in Figure 3, and the magnitude of these displacements was such
that the final axial position of the glide plane mimicked that of the actual assembly.  A plot of the
radial stress contour for this region can be seen in Figure 4.  Note the highly localized stress
concentration, which coincides with the relatively small region of radial interference between the two
components.  Also note the equilibrium of the stress distribution between the two components near
this interface.

Figure 4.  Radial stress (x-stress) of liner/glide plane interface for ATLAS
Generation II

The maximum radial stress is approximately 9,500psi.  The hoop stresses have similar distribution.
This suggests a maximum hoop stress of approximately 7,700psi.  Therefore, some localized
yielding occurs in the 1100 aluminum liner, but not in the mating glide plane.

Localized Region of Contact

Glide Plane Liner

Hypothesized
Current Flow
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1.2.2 RESULTS-COMPRESSION RING/LINER INTERACTION
During these pulsed-power experiments, the current flows from the top glide plane to the liner, and
exits the liner via the compression ring.  The integrity of the contact between the compression ring
and the liner is contingent on the action of the lower ring compressor.  A sharp tooth located on the
ring compressor acts as a mechanism to distort the compression ring, thus forcing contact with the
adjacent liner.  A contour plot of the radial stress is shown in Figure 5.  The stress distribution and
magnitude in the radial direction were used to gauge the contact integrity of the compression ring’s
y-faces (interfaces � and �), whereas the axial stress distribution and magnitude were used to
gauge contact of the ring’s x-face (interface �).

Figure 5. Radial stress (x-stress) in the compression ring for ATLAS
Generation II

The stress level in the y-faces of the compression ring is a maximum at the regions near the tooth of
the ring compressor.  Moving in the positive y-direction along these same faces yields smaller
radial stresses.  Such a trend suggests a tapered compression ring, which indeed coincides with the
shape of the ring compressor’s tooth.  It is clear that the tooth directly affects the stress levels along
each interface, and therefore alternative shapes for this feature were investigated.  Since current
flows through each of these three interfaces as illustrated in Figure 4, it is important to maximize the
level of contact in these regions.  By altering the shape of this tooth and investigating the average
stress x-stress along interface � and �, and the average y-stress along interface �, it can be
determined which geometry changes should be made.  This investigation could be used to possibly
enhance the effectiveness of these pulsed-power experiments.

Three new geometries of the lower ring compressor were modeled for the purpose of investigating
which models, if any, improved contact on the three pertinent interfaces of the compression ring.

1 2

3

Maximum
Stress

Maximum
Stress
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These geometries included a sharper, narrower tooth (Redesign #1); a tooth with a flat top surface
(Redesign #2); and a shorter, wider tooth (Redesign #3). They are shown in Figure 6.

                        
Figure 6.  Design changes suggested for the ring compressor’s tooth geometry

The average normal stress values along each interface was determined for comparison.  Average
radial stress (x-stress) was calculated for the inner and outer vertical faces of the compression ring,
and average axial stress (y-stress) was calculated for the top, horizontal surface.  A larger average
stress over a given interface would suggest enhanced contact with the mating component on that
particular surface.  Stresses of the different designs in comparison to values obtained from the
original geometry are summarized in Table 2.

Table 2.  Average stress magnitudes of compression ring elements on each interface

Radial Stress
(inner)

Radial Stress
(outer)

Axial Stress
(top)

Original Design -3300 psi -2850 psi -4500 psi

Redesign #1 -3500 psi -3000 psi -4050 psi

Redesign #2 -2900 psi -2700 psi -4150 psi

Redesign #3 -2050 psi -1850 psi -4250 psi

Whereas the average stress magnitude is quantifiable, it is difficult to quantify the actual level of
contact for each interface.  The stress levels between each design do not considerably fluctuate, but
they do indeed vary.  This suggests that the tooth geometry does affect the compression ring
interfaces to some extent.  Determining which interface integrities are of utmost importance would
be vital to determining which redesign, if any, should be implemented in ATLAS Generation II.

Original
Design

Tooth
Redesign #2

Tooth
Redesign #3

Compression
Ring Tooth

Tooth
Redesign #1
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Regardless, finite element analysis provides the opportunity to further explore alternative geometric
designs without the concerns associated with actual testing.

1.2.3 COMPOSITE LINERS

Composite liners, i.e. liners composed of two dissimilar materials, have been proposed for use in
certain experiments.  These liners consist of inner and outer thin-walled cylinders that are press fit
together, though cooling is sometimes used to assist the assembly process.  The motivation behind
the use of composite liners comes from the machining process.  Problems can arise when
machining thin-walled cylinders, with vibration often encountered during the final tool passes.  The
current fabrication process for composite liners is such that the inner cylinder wall thickness is
much greater during the initial assembly process than the required final dimension, which may also
be true for the outer cylinder.  The proposed configuration contains an outer cylinder composed of
1100 aluminum with an inner cylinder composed of copper, tantalum, stainless steel, or 6061
aluminum (Figure 7).  For assembly, a nominal slip fit exists between the mating cylinders over
most of their length.  The OD of the inner cylinder is machined oversize at one end in order to form
a tight joint.  This is also the case with the ID of the outer cylinder on the opposite end.  Upon
completion of this initial machining process, the two components are slipped together using a
minimal press force over the final few millimeters of insertion.  The ID of the inner component and
the OD of the outer component can then be machined with fewer complications, as the press fit joint
carries much of the torque induced by the machining process.  The final liner product can then be
assembled with the glide planes via a shrink fit, as previously described in this thesis.

Figure 7. Schematic of a composite liner, shown in configuration just prior to
lockup
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There were several questions that arose when considering the use of composite liners.  Such
concerns included: the shape of the transition region and its effect on the contact interface between
the two mating components, tradeoffs between press fits and thermal shrink fits, and prevention of
yielding with the use of desirable geometric dimensions.

Composite Liner Geometry Effects

There are three main parameters that can be varied in geometry of the composite liners: the overall
length of the transition region Lo, the length of the taper within the transition region Lt, and the
radial interference δ that is created by this taper.  Each of these parameters was expected to affect

the results of interest, and the geometric representations can be seen in Figure 7.  To investigate the
effects of these varying parameters, LS-DYNA was utilized once again.  Axisymmetric models were
composed of 8 elements through the thickness of each mating cylinder, thus providing 16 elements
through the thickness of the assembled composite liner.  Copper and 1100 aluminum were used as
the materials for the inner and outer components, respectively.  The nodes along the horizontal
boundary at the bottom end of the outer cylinder were constrained in the y-direction, allowing for
radial displacement only.  The nodes along the horizontal boundary at the top of the inner cylinder
were subjected to nodal displacements specified in the negative y-direction, which mimicked the
pressing action.  The displacement occurred over the entire simulation using 100 implicit time steps,
and the magnitude of the displacement was such that the cylinder ends were perfectly aligned at the
conclusion of the simulation.  The moving inner cylinder was also able to deflect in the radial
direction, as it was not constrained in any way.  Thermal cooling was initially not used.  It was
decided that cooling would only be used if problems arose during the simulation due to excessive
interference or sudden surface directional changes that were too extreme to model (i.e., a very short
taper length).

The assembled length L was a constant 51.445mm (2.0254in), similar to the ATLAS Generation I
liner length.  The inner component had a constant ID of 97.409mm and the outer component had an
OD of 100.000mm.  The thickness of each component was equal to a constant 0.645mm in the slip
fit sections.  The overall length of the transition shape Lo was established at ~7.5mm and also
remained constant.  Prior to this analysis, very few guidelines for the dimensional range for each of
the varied parameters were provided; hence 0.0008in (20.32µm) was chosen as the baseline
interference value δ.  This value closely matched the interference value of ~15µm for the liner/glide

plane interface in the ATLAS Generation I design.  The design analysis began by first altering the
taper length.  For the selected interference value, five models of varying taper length were generated.
A schematic of this shape variation is shown in Figure 8.
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Figure 8.  Schematic of a composite cylinder transition shape variation

Radial Gap Analysis

The interfaces of each of the assembled composite liner designs were first investigated.   Gaps
between the mating components were deemed undesirable, as they would obviously limit contact
and therefore lower the integrity of the press fit.  To do this, final x- and y-coordinate locations of
the nodes along the interface (along the inner cylinder OD and the outer cylinder ID) were plotted
for the final time step in the simulation, which represented the state of completed assembly.  Plots
for three of these designs are shown in Figure 9.

Figure 9. Nodal coordinate locations after composite liner assembly for nodes
falling along press fit interface (δ = 0.0008in, 20.32µm)
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Similar to an actual composite liner, the LS-DYNA model included an initial radial clearance (5µm)

between the inner and outer cylinder walls.  This clearance existed in the region between the
transition shapes located at either end, which is somewhat evident in the plots in Figure 9.  It is clear
from these plots that with a shorter taper length Lt comes a larger gap.  To quantify this, the
maximum radial distance between the inner and outer components was determined.  This maximum
separation was consistently located at the point where the radial taper begins, when moving from the
cylinder’s mid-length position towards the free end.  These gap sizes are summarized in Table 3.

Table 3.  Maximum radial separation between inner and outer cylinders in a
composite liner (δ = 0.0008in, 20.32µm)

Design Number

#1 #2 #3 #4 #5

Gap Size 20.1µm 15.0µm 12.5µm 7.6µm 5.0µm

The results are indeed intuitively sound.  A more gradual taper allows for the mating cylinders to
remain in contact over a greater percentage of the overall length, thus reducing the gap size.  Such a
reduction in gap provides a stronger composite liner that can carry more torque induced by the final
machining of both components.

1.3  CONCLUSIONS

Finite element analysis of the Atlas Generation II liner/glide plane system has been carried out
successfully. The focus of the analysis was on the stress distribution in the vicinity of the upper
glide plane/liner joint and on the stress and deformation distribution in the vicinity of the
compression ring/liner joint. Results were also generated to gain an understanding of the response
of a proposed composite liner.



2 CHARACTERIZING SCRIBING BEHAVIOR ON 
SINGLE CRYSTAL SILICON AND THE EFFECT OF 

HIGH PRESSURE PHASE TRANSFORMATION 
 

Travis Randall 
Graduate Student 

Dr. Ron Scattergood 
Professor 

Materials Science and Engineering 
 
 

With the appropriate conditions, a diamond tip can produce scribes on single crystal silicon that 
are ductile in nature due to a brittle-to-ductile transformation of the material beneath the scribe. 
This anomalous plastic flow has been attributed to a high-pressure phase transformation from 
diamond cubic (dc) to a metallic β-tin phase.  The residual stresses within the scribe traces that 
result from the elastic-plastic constraint of the displaced material create a bending distortion in 
a flat-plate geometry wafer sample.  The deflection is measured and extracted using optical 
interferometery techniques and will be correlated to the residual stresses created using a bend 
effect model developed for previous scribing research. SEM and AFM characterization is used to 
aid understanding of the material removal.  Raman will be used to study the nature of the 
material within the scribe region and will indicate whether the hypothesized transformation has 
occurred.  The effects of tool geometry and loading, as well crystallographic orientation and 
direction of the wafer are tested.  
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2.1  INTRODUCTION        
 
This investigation is part an NSF-sponsored research program aimed at characterizing the effects 
of high-pressure phase transformations of silicon, germanium, and silicon nitride during 
manufacturing processes such as slicing, grinding, or diamond turning.  Silicon, a normally 
brittle material, is subject to subsurface fracture damage associated with material removal 
processes that reduces part quality and lifetime.  Extensive research has shown that under the 
intense pressure of diamond indenters and other tool tips, silicon will undergo a phase 
transformation from its brittle diamond cubic (dc) phase to a metallic β-tin phase and exhibit 
plastic flow. [1] It can certainly be argued that exploitation of this atypical plastic behavior could 
be used to improve machinability of this material. It is hoped that better understanding of the 
mechanics of the transformation can be used to improve the manufacturing processes to produce 
devices at lower cost and higher quality. 
 
The scope of this investigation is the study of the stresses generated within scribe grooves of 
single crystal silicon to better understand the nature of material removal during machining.  
Scribing tests act to model the grinding and polishing process by replicating the material 
deformation behavior of an individual grinding or polishing particle.  Residual stresses are the 
result of the elastic-plastic constraint of the deformed and displaced material.  As the material is 
released from load it acts to push on the elastic half-space of the surrounding material.  If the 
scribes are placed on one face of a thin plate of Si, the difference in stress states on the opposing 
faces creates a bending distortion.  This bending distortion can be used to corroborate the 
residual stress model that has tensile dipole forces to predict the bend effect. [2]   
 
During the investigation, scribing data was obtained for various directions on (100) and (111) 
crystallographic planes of silicon. The effects of loading and tip geometry are also considered. 
Scribes are studied with scanning electron microscopy to determine the nature of material 
removal within the scribe trace and to observe the fracture behavior/plastic deformation in 
relation to crystallography.  Atomic Force Microscopy allows for depth of cut measurements as 
well as reinforces SEM study.  Raman spectroscopy will be used to identify differences in 
structure between the untouched silicon and that within the scribe.  It is hoped that either 
crystalline or amorphous phases of silicon that are indicative of β-tin phase transformation can 
be identified within the transformation zone.  What is not known however is the role of high 
pressure phase transformation (HPPT) in the generation of residual stress. 
 
2.2  DETAILS OF THE PROJECT      
 
The initial stages of this investigation entail collecting bend data as well as Raman measurements 
for (100) and (111) crystallographic orientations of silicon.  Scribing along the <100> and <110> 
will be studied for the (100) orientation.  <110> and <112> directions will be studied for the 
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(111) orientation. Various loads with in the ductile range and extending into the fracture region 
are tested for two different geometries of tip interaction with the surface.   
 
2.2.1  EXPERIMENTAL SETUP       
 
Scribing 
 
A Zwick micro hardness tester is fitted with a Dynatex diamond tip (Figure 1(a)) in a custom 
holder as pictured in Figure 1(b.)  To produce a scribe, the sample is translated under the 
diamond tip such that either the cutting edge or table is oriented in the scribe direction, 
depending on the desired tip geometry.  The samples are held firmly in place between two metal 
slides mounted to a custom stage.  This motorized stage is used to create translation at a constant 
rate of 0.250 mm per second.  Samples are scribed at various loads ranging from 20-250 mN.  
Multiple, evenly spaced (50-100 µm) scribes are placed on the surface to generate measurable 
deflection (the effects of multiple scribes are additive to the bend) and to produce a more 
statistically significant measurement than that of a single scribe. 
 
 

 

Figure 1(a.) Dynatex Tip [2] 

 

 

 

 

 

 

Figure 1(b.)  Picture of scribing setup [2] 

Toe 

 
A tool holder was designed to hold the cutting edge of the diamond tip at an angle of 3.3 degrees 
from the sample surface as shown in Figure 2(a.) Figure 2(b.) is an SEM image of the area 
enclosed in the circle in Figure 2(a.) The tip orientation allows for two different geometric 
interactions with the surface depending on which way the stage is translated.  Translating in one 
direction creates a ploughing action of the table into the surface, which is nominally termed 
“blunt” cutting.  Translating in the opposite direction creates a slicing action of the cutting edge, 
which is nominally termed “sharp” cutting.  The two different geometric interactions create 
vastly different responses in the material. 
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Figure 2(b.) SEM of area encircled in Fig. 1a 
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Figure 3.  Image of Zygo GPI Laser interferometer 
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Characterization  
      
Raman Spectroscopy Characterization of the scribe/indent region was accomplished with 
Micro-Raman spectroscopy done at room temperature using an ISA U-1000 scanning 
monochromator.  Raman excitation was done with the 514.5 nm line of an Argon-ion laser, with 
a spot size of approximately 3 to 4 µm in diameter. An Olympus BH-2 optical microscope 
produced laser focus. Raman spectra were taken in the 200-600 cm-1 range, which contains the 
characteristic peaks normally associated with crystalline, amorphous, and various metastable 
crystalline phases seen in other research. A spectral resolution of ≈ 4 cm-1 was utilized, and the 
laser power was ≈ 5 mW. 
 
Scanning Electron Microscopy SEM was carried out using a Hitachi S-3200N is a Scanning 
Electron Microscope operating at 20 keV at varied working distances.  The Everhart-Thornley 
detector was used for topographic imaging of the scribes.  Digital image capture was done using 
NIH Image collection. 
 
Atomic Force Microscopy AFM was done with a VISTA-100 Scanning Probe Microscope.  A 
low stiffness cantilever was used to perform contact mode measurements of the sample surface.  
Image studio 3.0 was used to capture images as well as interpret data. 
 
2.2.2  ANALYTICAL APPROACH 
 
Measurement of Bend Deflection 
 
A 3-D oblique plot as shown in Figure 4 as generated by MetroPro represents the bend profile.  
The data is then converted to a line plot format with a conversion utility.  An X is selected that is 
estimated to be the center of the long axis.  The Y and Z data for that X is used to generate a 2-D 
profile in which the flat portions of the profile can be fit to lines and the angle of the deflection 
from the flat position can be calculated. Figure 5 illustrates an example of a 2-D bend profile 
generated with fitted lines.   
 

 

 

 

 

 

Figure 4.  Oblique plot of bend angle effect generated in Metropro. 
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Figure 5.  2-D profile of bend effect showing line fit to flat portions and bend angle [2]. 

2.2.3  EXPERIMENTAL RESULTS 
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Scribing Behavior 
 
Tip Geometry Effects Figures 6 a, b and c show SEM images of the three general material 
responses seen due to scribing with the Dynatex tip.  Figures 6a and 6 are of ductile cuts 
generating no debris and debris, respectively. Figure 6c displays the third response, fracture.  It is 
important at this point to distinguish between a purely ductile and the combination of ductile 
/elastic fracture as a response to scribing.  Each sample was viewed under an optical microscope 
to make an initial observation on material removal processes. If no chipping is present along the 
scribe traces, it is reasoned that the material removal is mostly by plastic mechanisms. If 
chipping is apparent, it is reasoned that the material removal is influenced by elastic fracture 
mechanisms, and that the plastically deformed material will be removed in the process. 
 
 

 
a. Ductile (no debris) 
Sharp (ductile regime) 

 
b. Ductile (plastic debris) 

Blunt (ductile regime) 

 
c. Fracture 

Either (above fracture 
threshold) 

Figure 6.  General material responses to scribing with Dynatex Tip 
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Ductile responses shown in Figure 6(a.) and (b.) were seen when scribing within the ductile 
regime for a particular direction. The “ductile-no debris” response seen in Figure 6(a.) was 
created by translating the stage to cause the sharp geometry interaction while translation in the 
blunt geometry direction would elicit the “ductile-plastic debris” response in Figure 6(b.).   
Figure 6(c.) is a generic fracture response (fracture pattern depends on geometry and 
crystallographic orientation and will not be discussed) created by either geometry when scribing 
above a particular direction’s fracture threshold.  
 
AFM imaging afforded a look at the profile of a scribe to determine shape and depth of cut.  
Figures 7(a.) and (b.) show profiles within the ductile regime of blunt and sharp scribes, 
respectively, made on a (100) wafer, scribing in the [100] direction.  Additionally, as the load 
applied to the tip increased, the depth of cut also increased until the fracture threshold was 
achieved.    

 
Figure 7(a.)  AFM profile of blunt scribe on (100) in [100] direction in ductile regime. 

 
Figure 7(b.)  AFM profile of sharp scribe on (100) in [100] direction in ductile regime. 

 
Within the ductile regime for a particular direction, cuts made with the blunt interaction created 
scribes that where deeper than those made with the sharp interaction. This was true for all cutting 
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directions tested within the ductile regime. The difference in the depth of cut could be due to two 
things. First, the area of contact of the tool in the material is much smaller for the blunt 
interaction than it is for the sharp interaction.  This creates a larger pressure for a given normal 
load, resulting in a deeper penetration of the tool into the material.   Secondly, it is thought that 
within this regime, blunt cutting tends to remove more of the plastically created material 
resulting in a greater depth of cut as well as the presence of debris.  The absence of debris and 
shallower depths of cut during sharp cutting indicates little removal of the plastic material, but 
rather a displacement of that material into the surrounding elastic matrix. The sharp interaction 
also seemed to create larger pile-ups on the edges of the scribe, as well. 
 
Crystallographic Orientation/Scribing Direction Effects For ease of explanation, it is 
important at this point to distinguish between a good cutting direction and a poor cutting 
direction.  A good cutting direction for a given tip geometry is that which creates ductile cutting 
with no fracture through a range of loads that is larger than the other possible directions.  In other 
words, a good cutting direction will exhibit a larger fracture threshold than a bad cutting 
direction.  On the other hand, a poor cutting direction will create fracture at a relatively low loads 
rather than a ductile response. 
 
At low loading, for each cutting direction tested a given tip geometry will elicit a ductile 
response.  As load is slowly increased a threshold will occur and fracture will initiate.  
(Threshold occurs at a much lower load with a freshly sharpened tip.)  The initiation point is 
dependent on cutting direction and either tip will produce a different response.   
 
For example, given a (100) Si wafer, scribing with the blunt geometry interaction would create 
good cutting in the [100] direction, and bad cutting in the [011] direction.  Oppositely, scribing 
with the sharp geometry interaction would reverse the response making [011] a better cutting 
direction than [100].   
 
A similar effect was noted in a (111) wafer; the blunt geometric interaction gave the opposite 
cutting behavior than that of the sharp.  Tables 1 and 2 summarize the general cutting behavior as 
a function of direction and tip geometry on (100) and (111), respectively. 
 
Table 1. Cutting behavior for (100) wafer  Table 2. Cutting behavior for (111) wafter 
 

 
 

The good/bad behavior for blunt cutting seems to match up well with directional dependencies 
seen in diamond turning work [3,4].  Figures 8(a.) and (b.) are schematics of (100) and (111) 
wafer faces, respectively.  As the wafer was turned using conditions close to the fracture 
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threshold for the poor direction, a cross pattern on the face could be seen (pitting creates 
cloudiness on the reflective surface, while ductile regions are reflective.)  The white regions are 
those where purely ductile cutting was achieved (good cutting direction) and the dark regions 
indicate areas of pitting fracture (poor cutting direction.)  The directional dependency seems to 
sync up with the blunt cutting and be opposite of the sharp cutting. 
 

 

 

 
Figure 8(a.) and (b.)  Diagram of (100) and (111), respectively, diamond turned wafer. The 

white regions indicate areas of ductile cutting while the gray and black regions indicate areas of 
mild and extreme pitting, respectively. 

 
Residual Stress Generation 
 
As a scribe is created within the ductile regime the plastic material is either removed (debris) or 
displaced into the surrounding elastic material.  The plastically displaced material, whether 
driven by the β-tin metallic phase or not, is pushed by the tip into the surrounding elastic 
material.  This creates residual stress, which generates the deflection in the sample geometry.  
This stress is due to the elastic-plastic constraint associated with the deformed material that is 
displaced from the scribe region.  Figure 9 depicts the expansion of the constrained plastic zone, 
creating the resulting distortion of a flat wafer due to the difference in stress states between the 
two wafer faces. [2] 

 
Figure 9.  Illustration of expansion of constrained plastic zone and resulting deflection. 
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Figures 10 and 11 show deflection data and the corresponding optical micrographs of scribes 
made at various loads for the [1-10] and [-1-12] directions, respectively, on a (111) wafer. Both 
blunt and sharp geometries were tested.  The two general cases of behavior seen for all the 
directions tested can be seen in the two directions presented in Figures 10 and 11.  The first case 
(Figure 10) exhibited what was termed good cutting with the blunt geometry and poor cutting 
with the sharp geometry, as seen in scribing in the [1-10] direction.  The second case (Figure 11) 
exhibited the opposite behavior in which the blunt geometry created poor cutting while the sharp 
direction created good cutting, as seen in scribing in the [-1-12] direction. 

(111)[1-10] Angle/Scribe vs. Loading 
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blunt geometries are indicated on the graph.  The letters on each plot (b,c and d) correspond to 
the micrographs in figures 10(b.), (c.), and (d.), where a comparison is made of the two 
geometries.  For this direction, sharp cutting produced good ductile cuts until a load of 9 grams 
was applied.  Within the ductile region, the bend/angle increased linearly with load applied.  This 
indicates that increasing the load applied increased the amount of residual stress within the scribe 
trace.  At the onset of fracture, the behavior deviated from linear, and the bend/angle dropped 
considerably.  Because fracture alleviates some of the residual stress accumulated in the scribe 
region, the deflection amount decreases.  Blunt cutting produced good ductile cuts, with the 
onset of small amounts of fracture at 15 g applied load.  The debris seen in each of the 
micrographs was created by blunt cutting only, and appeared ductile in nature.   
 
The residual stress as indicated by the angle/scribe is considerably lower for blunt cutting than it 
is for sharp in the range tested.  This is perhaps due to the amount of plastic material constrained 
within the scribe region.  Observations of the presence/absence of debris and depth of cut 
measurements may be indications of this.  The observations support the idea that for blunt 
cutting, the plastic material is predominantly removed, creating less residual stress than seen in 
sharp cutting, where the material is thought to be displaced into and constrained by the elastic 
material, creating large residual stresses. Similar behavior was noted for [100] cutting on a (100) 
wafer but will not be presented here. 

(111)[-1-12] Angle/Scribe vs. Loading 
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Figure 11(a.) is a plot of the angle/scribe vs. load applied for scribes cut in [-1-12] on (111) .  
The letters on each plot (b,c and d) correspond to the micrographs in figures 11(b.), (c.), and (d.), 
where a comparison is made of the two geometries.  For this direction, sharp cutting produced 
good ductile cuts through the load range tested (onset occurred around 20 g applied load).  
Again, within the ductile region, the bend/angle increased linearly with load applied.  This 
indicates that increasing the load applied increased the amount of residual stress within the scribe 
trace.  Blunt cutting produced ductile cuts at low loads, but rapidly saw the onset of heavy 
fracture damage at loads above 5 grams. The debris seen in each of the micrographs was created 
by blunt cutting only, and appeared as fracture chips, rather than plastic in nature.  The residual 
stress as indicated by the angle/scribe is considerably lower for blunt cutting than it is for sharp 
in the range tested.  Fracture alleviates the residual stress induced by the scribing operation, 
producing relatively no deflection in the sample.  For sharp cutting the plastically generated 
material is displaced and constrained, leaving residual stress as indicated by the deflection 
generated [11-2] cutting on (111) wafers and [110] cutting on (100) wafers saw the same 
behavior, but will not be presented here. 
 
Raman Measurements of Scribe Regions and Debris 
 
Raman was performed on scribes with both geometries, displaying no apparent sign of peaks 
corresponding to the phases commonly seen after scratching tests.  It is unknown to the authors 
why this has occurred.  It could be possible that the phase transformation may not be occurring 
with the Dynatex tip due to the nature of the geometry tip and that the plastic displacement is by 
some other mechanism, for example, dislocations.  The detection proficiency of the Raman unit 
may be responsible as well.  The transformation zones are thought to be very small (on the order 
of a few hundred nanometers.)  If the penetration depth of the laser is much greater than that of 
the depth transformation zone, or if the laser spot size is large compared to the scribe width, the 
Raman spectra for the transformation product may not be detected.  It is reasonable to make this 
conclusion, because at the very least, the nature of the material seen around in and around the 
scribe regions appears plastically generated.  It is assumed that such material would be 
amorphous in nature, if not by a HPPT, then by extreme dislocation generation and motion by 
shear.  Because no amorphization has been shown, it may be reasonable to assume that the 
Raman system cannot detect this small region.  Sufficient data is not yet available to draw a 
conclusion for scribing experiments.  Raman performed on debris created has not drawn any 
conclusions.  Problems occur with sample heating that could be misinterpreted as the presence of 
nanocrystalline domains within and amorphous matrix. 
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2.3  CONCLUSIONS 
 
2.3.1 SCRIBING BEHAVIOR 
 
Scribing behavior as a dependency of load applied, cutting direction, and tool geometry was 
investigated.  Both the (100) and (111) wafers exhibited ductile material generation for a range 
of loads on the order of a few grams. It was found that certain directions were less prone to 
fracture damage depending on the tool geometry.  There were three types of material responses 
including ductile with material displacement, ductile with material removal, and fracture.  
Cutting into the surface with a sharp edge (sharp cutting) produced scribes in which the plastic 
material was condensed into the surface resulting in smaller depths of cuts and no apparent 
debris generation.  The ploughing action of a flat triangular face (blunt cutting) in which 
plastically generated material was removed and left on the surface as debris produced a larger 
depth of cut.  Both geometric interactions could create fracture depending on the cutting 
direction and the load applied.  Cutting directions that exhibited ductile cutting through a large 
range of loads (good cutting) given a particular geometry would see the opposite response from 
the other geometry.   
 
Additionally, the blunt geometry displayed the same crystallographic dependencies as previous 
diamond turning work.  Cutting directions shown to be the most easily fractured directions (poor 
cutting) in diamond turning matched those created by the blunt geometry. 
 
2.3.2 RESIDUAL STRESS GENERATION 
 
Stress generation was related to the amount of distortion measured in a small section of wafer.  
Larger residual stress equates to a greater degree of bend.  For scribes created in the ductile 
regime, deflection appeared to be a linear function of the load applied.  This could imply that the 
constrained plastic zone may increase in size, or become denser with increased loading.  Sharp 
cutting, which is thought to displace the plastic material in the surrounding matrix, generated 
higher residual stresses than that of blunt cutting, where the material is predominantly removed.  
This is thought to occur as the majority of the plastically generated material becomes constrained 
within the elastic matrix, generating greater stress.  If the material is mostly removed by the 
operation, the remaining material is under less residual stress.  The onset of fracture also 
decreased the amount of residual stress within the region as indicated by a drop in the bend 
angle.  
 
2.3.3 RAMAN MEASUREMENT 
 
Raman analysis has proven difficult for both the scribe region and debris analysis.  There has 
been a lack of sufficient data that can attribute the plastic behavior to a high-pressure phase 
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transformation.  At this point the authors will not comment on the mechanism for the anomalous 
plastic flow seen in the scribing experiments 
 
2.4 FUTURE WORK 
 
Stress Modeling At the current time stress modeling for directional dependencies of machining 
behavior as well as the bend effect model for quantification of residual stress is being 
undertaken.  The models have not been developed extensively and will  
 
Bend Effect Model A model shown in previous work [2] to accurately reflect the bend effect 
generated by the line- force dipoles created from a scribe will be used to characterize residual 
stress in the single crystal silicon. A line-force dipole, shown in Figure 12, will be used to model 
the elastic-plastic deformation zone along a scribe path.  The dipole forces act outward from the 
scribe trace since the plastically deformed material region forces the surrounding elastic material 
outward after unloading.  The line-force dipole model was extended from a model created by 
Yoffe [5] in which orthogonal dipole forces acting on an elastic half space describe residual 
forces left by indentation.  The line-force dipole model is derived by the superposition of the 
dipole “blister” fields proposed by Yoffe.  Standard elasticity solutions [6] are used to obtain the 
line-force dipole stresses for a limiting case of infinitesimal dipole spacing.  By applying the 
line-force dipole stresses to a beam bending problem the stresses will be then be approximated as 
a function of loading and bend angle from prediction curves created in previous work.[2]  The 
parameter derived from the bend effect model, force dipole strength is a direct measure of the 
magnitude of the residual stresses produced by scribing. 
 

 

Figure 12.  Line-force dipole model. 

Crystallographic Dependency Models Models used in previous work [4] to explain the 
crystallographic dependency on the appearance of fracture during diamond turning are being 
modified to include explanation for the tip dependency demonstrated in this investigation.  The 
original model predicts directions of easiest fracture using a point force which resolves tensile 
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stress on planes of high cleavage creating fracture.  The current model will be adjusted for a 
different stress field which can better account for the tips geometry.  Other crystallographic 
planes of easiest fracture are also being considered. Figure 13 shows a preliminary result of the 
modeling. 

 
Figure 13.  Stress modeling of scribing operation used to show directions of easiest fracture for 

blunt and sharp cutting. 
 
The shade lobes in Figure 13 indicate directions of easiest fracture for both blunt and sharp 
cutting on both (100) and (111) wafers.  The model is still in experimentation, but initially it is 
thought to match the behavior seen.  The authors will not elaborate on the model or its validity as 
it is still preliminary modeling. 
 
Diamond Turning Diamond Turning operations are currently under way to confirm past results 
of machining behavior as well as allow for Raman analysis of turned surfaces and debris.  
Dependencies on crystallographic orientation and cutting direction will be explored.  Parameters 
found to be important such as tool rake angle and feed rate are being explored.   
 
Scribing with DTM Axes Scribing will also be performed under penetration depth-controlled 
conditions using the DTM axes.  Force measurements may also be taken to better understand the 
magnitude of forces creating the ductile behavior. 
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The objective of this project is to develop a transfer standard to relate previous measurements 
using rotary contour gages with current measurements using CMMs.  In the past, artifacts have 
been developed for numerous applications.  These range from a gauge block to an optical 
artifact.  In this case, a ring gauge was chosen for the first fabrication.  This ring gauge also 
included a swept sine wave feature on the inner surface of the ring.  The completed artifact was 
measured before being given to Y-12 for evaluation. 
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3.1  INTRODUCTION 
 
The Y-12 National Security Complex (Y-12) relies on its ability to manufacture precision work 
pieces to develop parts for other government agencies or private companies.  To quantify the 
shape of a part, it has to be dimensionally inspected.  In the past, Y-12 has used rotary contour 
gages to measure parts.  More recently, they have been switching to Coordinate Measuring 
Machines (CMMs).  However, Y-12 does not have a transfer standard to relate the previous 
measurements using the rotary contour gages to the current measurements using a CMM. 
 
A rotary contour gage consists of a rotary table and an LVDT on a tilting stage.  The part, such 
as a hemishell, is placed on the table where it is inspected by the LVDT probe that can move in 
the Y and Z directions.  The inspection of the part is accomplished in one of two ways.  One 
approach is to place the probe at a particular 
location on the part and then rotate the table to 
make the latitude measurement.  The other 
method keeps the table stationary while moving 
the probe to make a longitudinal measurement.  
Some machines may have dual opposing probes 
that are able to measure the ID, OD and thickness 
at the same time. Figure 1.  Rotary contour gage. 
 
A CMM is a much more versatile machine.  It consists of three carriages that are mutually 
orthogonal.  Each machine can have a different configuration.  In Figure 2, the three axes are 
able to move while the table remains fixed.  Displacement transducers are fixed along each linear 
axis of the CMM.  This allows a spatial reference point on the probe to be used to determine the 
displacement along a coordinate path in the working volume of the CMM. 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Moving bridge CMM at NCSU. 
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Another aspect of a CMM is its use of a probe.  In Figure 2, the probe is attached to the end of 
the z-axis carriage.  As the carriages move and the probe contacts the surface of a workpiece, the 
probe takes a coordinate measurement reading at the point of contact.  The probe is an integral 
part of the CMM but increases the inherent error of the CMM. 
 
3.1.1  PROBES 
 
A probe can be classified into one of two categories: contact and non-contact.  Within the contact 
group, there are touch-trigger probes and scanning probes.  Occasionally, a probe may exhibit 
both capabilities. 
 
Touch-Trigger Probes 

A touch-trigger probe examines the surface of a part by contacting a point on the 
surface, where it takes a reading, and then moves out to engage another point to 
inspect on the workpiece.  The axes on the CMM can be moved manually or 
programmed to touch the surface in a pre-determined pattern.  The armature of 
the probe consists of three arms that rest on three sets of two balls or cylinders 
located 120° apart [2].  The stylus of the probe deflects when it comes into 
contact with the workpiece and causes one or two of the arms to lift out of its 
neutral position.  The electronic interface notices the change and triggers the 
CMM to take a reading [2].  After a number of readings, the CMM can relate the 
measurement data to basic geometric shapes [3]. 
 
The accuracy of the touch-trigger probe depends on the inherent errors of the 
probe.  Pre-travel variations are the main source of its error.  A pre-travel variation is defined as 
the “distance traveled by a probe between the actual touching of a surface and the trigger event 
[4].”  Lobing errors are an example of a variation.  
The kinematic arrangement of the arms permits 
different probing forces to produce a signal, 
depending on the direction of approach [2,4].  A map 
of the displacement of the lobing errors can be seen 
in Figure 4.  Lobing errors are dependent on the 
reference plane and the orientation and length of the 
stylus [2]. 

Figure 3. Touch 
trigger probe [1].

 Figure 4. Example of lobing in 
the X-Z plane [2].  
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Scanning Probes 

A scanning probe remains in constant contact with the workpiece as the measurement is 
performed [3].  There are two types of continuous analog scanning probes. They are proportional 
displacement and nulling [5].  The photodiodes of a proportional displacement probe (shown in 
Figure 5) are electrically connected in a differential mode to sense the movement of LEDs to 
determine the deflection of the probe [6].  The nulling probe instructs the machine to reset itself 
to zero after each reading to ensure that it takes a new reading when it finds an error [5].  

 
 
 
 
 
 
 
 
 
 
 

Figure 5. Proportional displacement probe [1]. 
 

During a scanning measurement, the CMM maintains a constant gauging force through feedback 
control and detects the deflection of the probe.  The accuracy of the measurement depends on the 
linearity of the probe as it responds to changes in the surface [3].  The increased amount of 
measurement readings as compared to the touch-trigger probe also improves the quality of the 
measurement.  There are two methods for using the probe to obtain measurements.  The probe 
can provide feedback to the CMM to maintain a constant displacement on the workpiece, which 
requires no prior knowledge of the shape of the surface, or if the shape was known, the probe 
could operate independent of CMM controls to re-trace the fabrication tool path and make a 
faster measurement through open-loop control [5]. 
 
3.2  ESTABLISHED ARTIFACTS 
 
Throughout the years, there have been a number of artifacts [7-15] developed to evaluate the 
performance of a coordinate measuring machine and/or to assist in its calibration.  The artifacts 
may be used for a specific application or for a more generalized purpose.  Artifacts may also be 
classified by the methods in which they are used to assess the accuracy of a CMM.  Those 
methods include kinematic reference standard technique, the parametric calibration technique, 
and the transfer standard technique [12]. 
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3.2.1  GAUGE BLOCK 
 
One of the most straightforward methods to test CMMs is by use of a gauge block.  A gauge 
block is a piece of metal of calibrated length.  It is measured in various orientations and positions 
on the working volume of the CMM.  A variety of gauge blocks can be used as length transfer 
standards [7]. 
 
3.2.2  RING GAUGE 
 
A ring gauge is a circular artifact with calibrated diameter and circularity.  It should be measured 
in at least two positions in space along with various stylus configurations.  Two of the positions 
in space may be in the horizontal or vertical orientations.  To accurately calibrate a CMM, it is 
suggested that 30 points be probed or scanned.  The probed data is compared with the calibration 
data of the ring gauge.  The lobing error is based on the geometry data comparison, and then 
machine errors are determined from the error pattern of circular error in the gauge [7]. 
 

Figure 6. Ring gauge.

3.2.3  BALL BAR 
 
A ball bar consists of a rigid bar with a sphere at each end.  Multiple types of ball bars exist 
today.  They can be free-standing or have fixed magnetic sockets.  The length from the centers of 
each sphere remains constant.  The free-standing ball bar is placed on a gauge stand in a number 
of orientations in the working volume of the CMM.  Each ball is probed and the difference in the 
length measurement between ball centers is compared to the calibrated distance.  The magnetic 
ball bar includes a magnetic socket fixed to the CMM table while the other magnetic socket takes 
the place of the probe.  The ball bar is kinematically supported in the sockets.  The CMM can be 
moved to different positions to take the length measurements.  The machine errors are 
determined using this technique without finding the probe errors [7]. 
 

 
 

Figure 7.  Ball bars [8]. 
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3.2.4  Hole Bar 
 
The hole bar is another artifact.  It is approximately 540 mm in length with an I-beam cross 
section.  As seen in Figure 8, the bar includes 11 holes along the length.  These holes have a 
diameter of 13 mm with a uniform distance between any two hole centers of 50 mm.  The artifact 
can be used to determine the 21 parametric errors of the CMM.  The artifact is oriented and 
mounted in 17 different positions to evaluate the performance.  The location of the hole centers 
are used in the transfer method in the validation of the CMM [9]. 
 
 
 
 
 
 
 
 
 

Figure 8. Hole bar.  
A variation in the basic hole bar involves mounting spheres in the center of each hole to 
transform the hole bar from a two-dimensional artifact to one that is three-dimensional.  The 
GeostepTM 10, Figure 9, has a length of 850 mm, a width of 101.6 mm, and a thickness of 38.1 
mm.  The ten, 19 mm diameter spheres are mounted along the centerline of the beam. Center to 
center distance between the spheres is approximately 85 mm.  The center-to-center dimensions 
are varied to separate the systematic errors from the step standard.  The three-dimensionality of 
the spheres negates the possibility of alignment or cosine errors of the artifact or positioning on 
the CMM because the origin of a sphere is characterized by its radius as an infinitely small value  
in three-dimensional space [10].  The spheres are treated as single points rather than 3D objects. 
Figure 9. GeostepTM 10 hole bar [10]. 
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3.2.5  BALL PLATE AND HOLE PLATE 
 

Figure 10. Ball plate [12].

The ball plate is comprised of a square plate with ceramic or stainless steel spheres arranged in 
space.  The balls may be resting on the surface of 
the plate [12] or positioned at various heights.  
Four points on each sphere need to be probed to 
determine the center of the ball.  If bending of 
the plate occurs, due to thermal expansion or 
other external forces, the center dimension is 
susceptible to change [11].  The ball plate is 
predominantly used for day-to-day verification 
of CMM parametric errors. 
 
The hole plate is very similar to the ball plate.  Instead of balls configured in space, precision-
machined holes are configured on the plate at 
qualified distances.  Each hole has three points 
probed to determine the center.  Bending of the plate 
does not have much effect on the center dimensions 
because bending would occur along the same plane 
as the centers.  The hole plate is used for the 
parametric error calibration of a CMM [11]. 
 
 Figure 11. Ceramic hole plate [11].
3.2.6  SPACE FRAME 
 
The modular space frame includes a triangular 
plate along with three magnetic ball links 
attached to a sphere at the apex.  The links are 
made of carbon reinforced plastic for its low 
coefficient of expansion and high stiffness-to-
weight ratio [7,13].  It is important that the 
spheres resist corrosion and be accurate in 
shape and size.  With the space frame, it is only 
necessary to calibrate the magnetic ball links 
and the plate before use with a CMM [13].  The  Figure 12. Modular space frame [13].
main function of the space frame is to indicate error tendencies of the machine and where 
adjustments are needed without representing a large amount of detail of machine errors [7].  To 
accommodate different CMMs, the space frame should be moved and measured to characterize 
more of the working volume. 
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3.2.7  MODULAR FREEFORM GAUGE 
 
The modular freeform gauge is intended for the task-specific measurement of complex parts such 
as turbine blades.  This artifact models a freeform object with regular geometric shapes. For a 
turbine blade, two cylinders of different diameters are chosen.  Each shape can be calibrated 
separately to reduce the calibration uncertainty.  For measurement, the calibrated shapes are 
placed on the CMM, and their relative positions are determined.  The assembly is modeled in 
CAD with the relative position points.  The experimental uncertainty can be established and used 
with the calibration data to ascertain the uncertainty of the freeform measurement.  This artifact 
is not useful with objects that have varying shapes and concave surfaces [14]. 
   (a)              (b) 

Figure 13. (a) Regular geometric shapes to simulate (b) a freeform object such as a turbine 
blade. 

 
3.2.8  OPTICAL ARTIFACT 
 
Some CMMs have the ability to measure an object with a mechanical or an optical probe.  An 
artifact to take advantage of the optical capability has been developed.  The design is based on a 
hole or ball plate.  It consists of 25 elements mounted in equally spaced holes on a steel plate.  
Each element is a thin steel disc with a hole through the center.  The surface of each disc is 
specially prepared to obtain a scratch-free face.  Inside each hole, the disc rests on a ground 
surface and is clamped down.  The plate can be measured on both horizontal surfaces and the 
CMM geometry can be established [15]. 
 
3.3  RING GAUGE 
 
The initial artifact manufactured was a ring gauge.  One of the important features of the gauge is 
a swept sine wave on the inside diameter (ID) of the ring.  A swept sine wave is a sine wave that 
continuously varies its frequency.  In this case, the wave begins at a low frequency and 
progresses to a higher frequency in the first 90 degrees.  At this juncture, the wave is “flipped” to 
line up with the last wave and then the frequency decreases to the starting frequency as it reaches 
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180 degrees.  From 180 to 360 degrees, the wave is a mirror image of the first 180 degrees.  
Figure 14 below illustrates these characteristics. 

 
Figure 14. Swept sine wave on the ID of the ring. 

 
The purpose of the swept sine wave is to simulate the effect of small features on a part to be 
measured.  Depending on the radius of a probe, the ability to detect small features varies.  If a 
small-radius probe was used to measure a part with small anomalies, the question arises whether 
the overall measurement would be significantly influenced.  The different frequency of each 
wave creates a range of values to be evaluated.  The ring gauge includes a reference cylinder 
groove on the outside diameter (OD) and on the inside diameter (ID).  The swept sine wave is 
inscribed into the ID groove. 
 
3.3.1  INITIAL PREPARATION 
 
The disk, spacers, and ring were machined from 60GI T6 Aluminum.  The disk and spacers were 
necessary for mounting the ring gauge on the Rank Pneumo ASG25001 diamond turning 
machine (ASG).  The vacuum chuck on the ASG cannot secure a hollow cylinder like the ring 
gauge.  The solid disk was manufactured for this purpose while the spacers allowed for clearance 
for the cutting tool and fast tool servo.  Each face had to be diamond turned to obtain a better 
surface finish and to improve the flatness of the surface profile.  First, the three spacers were 
bolted to the aluminum disk.  The disk was placed on the chuck of the ASG and held by a 
vacuum of approximately 20 in. Hg.  The ring was attached to the spacers by bolts with spherical 
washers between the bore and the bolt.  The spherical washers were used to keep the ring from 
warping on the spacers under the screws.  With the spherical washer, the screw allows for all 
three moments while restricting the three translational directions.  Figure 15 demonstrates the 
assembly of the disk, spacers, and ring gauge. 
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Figure 15. Assembly of fabrication. 
 

It is important that the ring is centered with respect to the spacers.  An electronic encoder probe 
was placed on the ID of the ring was used to take readings.  As the vacuum chuck was rotated by 
hand, the indicator needle moved left and right to indicate where the “high” and “low” spots on 
the ring occurred.  The bolts on the ring were loosened.  By slightly tapping the ring, the center 
was adjusted to within ± 2 µm. 
 
After the ring had been centered, the ID, OD, and top of the ring could be turned.  The first step 
was to “touch-off” on the ring.  The z-axis on the ASG had to be zeroed so that a specific depth 
of cut could be selected.  The x-axis was set off approximately 10 mm to the right of the ring.  
Because the width of each face was 1” (25.4 mm), the computer could be programmed to have 
the x-axis traverse across the width.  Due to the approximate origin of the x-axis, the ASG was 
programmed to travel 50 mm.  The spindle speed was 500 RPM.  A feed rate of 20 mm/min was 
used to obtain a theoretical PV roughness of approximately 10 nm using a cubic Baron nitride 
tool.  The depth of cut on the top face was 40 µm.  It took four passes to achieve a flat surface.  
During the operation, oil was used on the tool as a coolant. 
 
The bottom of the ring also had to be turned.  The ring was flipped over and bolted down.  The 
ring was centered again before it was turned.  The depth of cut was set to 40 µm and three passes 
were necessary.  After machining, it was clear that a small portion of the top of the bolts were 
trimmed off.  To protect the diamond tool later, the tops of the bolts were ground.  The OD of the 
ring was turned in the same fashion except that the x-axis was used to touch off while the z-axis 
was set off the part.  The OD needed three passes with a 40 µm depth of cut to obtain a flat 
surface.  However, during the operation, the chips collected on the tool and may have contributed 
to some scratching on the surface.  The setup to turn the ID of the ring was somewhat 
complicated.  The z-axis was set slightly off the edge of the face.  The tool would traverse from 
the inside to the outside so that the clearance between the tool holder and the disk would not 
become a problem.  Once more, the depth of cut was 40 µm, and it took two passes to obtain a 
flat surface. 
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The ring gauge includes a hole through its thickness that will serve as a theta reference during 
the measurement process.  The perpendicularity of the hole was checked using an electronic 
indicator.  Beginning at the edge of the hole and proceeding to the opposite edge, the values 
ranged from –2 µm to 12 µm or approximately 0.03 degrees.  It was determined that this error 
was not significant enough to warrant improvements on the hole. 
 
3.3.2  NATURAL FREQUENCY ANALYSIS 
 
Ring Analysis 
 
To select the operating conditions to machine the artifact, a finite element analysis was 
completed on the ring gauge in SolidWorks.  The first natural frequency would occur around 
1500 Hz.  Figure 16 represents the mode shape at this frequency.  It simulates how the ring 
would deform. 

 
 
 
 
 
 
 
 
 

Figure 16. First natural frequency mode shape. 
 

One of the requirements of the swept sine wave was that it had to range from 80 waves per inch 
to 4 waves per inch.  It was possible to meet this requirement and stay below the ring’s natural 
frequency if the ring was spun at less than 50 RPM. 
 
FTS Analysis 
 
The natural frequency of the Fast Tool Servo (FTS) was another consideration.  The 
piezoelectric stacks of the FTS are excited by the signal from a high voltage amplifier.  The 
frequency and voltage signal affect the movement of the tool on the FTS.  Any unexpected 
vibration of the tool would change the amplitude of the wave.  Therefore, it is important to know 
the natural frequency of the FTS.  The Stanford Network Signal Analyzer was used to generate a 
swept sine wave.  The output from the Stanford was sent to dSPACE. dSPACE is a piece of 
hardware connected to a computer that facilitates the input and output of a Simulink control 
model.  In dSPACE, the wave was offset to make it entirely positive.  The servo cannot handle a 
negative signal.  The modified signal entered the high voltage amplifier where the signal was 
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multiplied by 10 before it could reach the fast tool servo.  The Stanford then captured the output 
of the servo.  The swept sine wave began at 1 Hz and increased to 7000 Hz.  The range of the 
signal could be decreased to focus on some of the irregularities.  It was observed that an 
irregularity occurred close to 600 Hz.  The fabrication of the wave onto the ID now would have 
to occur below 600 Hz. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 17. Transfer function and phase angle of FTS between 400 and 800 Hz. 
 
3.3.3  FTS CONTROL 
 
The capacitance (cap) gage on the FTS is used to measure the displacement of the tool as it is 
moved by the piezoelectric stacks.  The control of the fabrication was to be open loop.  This 
being the case, the cap gage was not needed to monitor the displacement.  However, it was 
needed to verify the output of the FTS as commanded by the controller that was used for the 
fabrication prior to fabrication.  Before it could be used for verification, it had to be calibrated.  
The Federal gage was calibrated using the laser interferometer on the ASG before it was used to 
calibrate the cap gage. 
 
There is a rotary encoder mounted onto the ASG that keeps track of the number of rotations of 
the spindle.  In effect, it measures the rotational speed.  The encoder output can be monitored 
through the program ControlDesk that displays the Matlab/Simulink model.  The pin connectors 
were re-wired to create the correct configuration before being inserted into the dSPACE board. 
 
Simulink was used to develop control of the movement of the FTS.  One of the key elements to 
the Simulink program was the look-up table, Figure 18.  A Matlab program generated the points 
of the swept sine wave.  Inputs to the program included amplitude, starting frequency, ending 
frequency, length, and number of data points.  The length was equivalent to a quarter of the 
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circumference.  The number of data points was limited to the number of counts of the encoder.  
Each point from the look-up table is referenced by a single point on the encoder.  The function 
box, the box labeled Fcn in Figure 18, linearly corrects for the displacement of the FTS when a 
specific voltage is present.  Finally, the signal was sent to the FTS.  Figure 18 represents the 
Simulink model. 

Figure 18. Simulink model of FTS control. 
 
3.3.4  FABRICATION 
 
Before the swept sine wave could be cut into the ID of the ring, the ID, OD, top, and bottom of 
the ring had to be turned with a diamond tool.  This was 
completed in much the same fashion as was done with the CBN 
tool.  The ring gauge was centered within 4 µm.  Each bolt had a 
100 in-lb torque applied to it.  The surface finish improved with 
a 2.1 mm/min feed rate and a 200 RPM spindle speed in the 
clockwise direction.  A total of 22 µm was taken off each face.  
On the OD, a 30 µm, off-center groove was added to act as 
another reference surface.  The groove was cut with the same 
feed rate and speed as each face.  Figure 19 displays a cross 
section of the ring gauge with grooves. 

30 µm

ODID

25.4 mm

Figure 19.  Ring 
cross section. 

 
The ID was faced off with the FTS.  Figure 20 illustrates the following setup description.  The 
servo was attached to a mounting block and placed on the micro height adjuster.  A thin piece of 
aluminum was inserted between the mounting block and the height adjuster.  Minor adjustments 
were made with the micro height adjuster to achieve a height of 6 inches as defined by two gauge 
blocks.  The height adjustment was necessary for vertical centering of the tool.  The ID was 
finished at a feed rate of 8.4 mm/min and a spindle speed of 200 RPM.  Another groove was cut 
into the ID with the same feed rate and spindle speed; it was also 30 µm.  Finally, the swept sine 
wave was cut into the groove on the ID.  The feed rate was 0.84 mm/min with a spindle speed of 
20 RPM. 
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Figure 20. Setup with FTS and ring gauge. 
 
3.3.5  MEASUREMENT OF THE ARTIFACT FEATURES 
 
After the swept sine wave was cut into the surface, it was measured using an LVDT.  The LVDT 
was calibrated using the ASG and an oscilloscope.  The probe tip radius was determined using 
the Zeiss microscope.  It is approximately 1 mm, which is significantly larger than the radius of 
curvature of the smallest wave.  The measurement demonstrated a decrease in amplitude from 
the ± 2.5 µm goal.  Figure 21 displays the measurement. 

 
Figure 21. LVDT measurement of swept sine wave. 

The figure indicates “dips” in the LVDT measurement.  This may be attributed to the high 
frequency of the waves.  The natural frequency of the LVDT may have been exceeded which is 
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disallowing the electronics to take a correct reading.  The minimum constant rotational speed of 
the ASG is too fast for the LVDT measurement. 
 
Distortion of the Ring 
 
The profile of the surface around the bolt holes was observed before and after the bolts were 
loosened.  The PV values for the surface while the bolts were still torqued were 380 nm, 712 nm, 
and 858 nm.  Figure 22 shows the surface/wavefront map at one bolt location. 

Figure 22. Surface profile of ring gauge with bolts in place. 
 
When the bolts were untorqued and taken out, the difference in PV values was almost a factor of 
10.  Those values were 3.3 µm, 4.4 µm, and 4.7 µm.  The high amount of torque on the bolts was 
arbitrarily chosen which may have caused a distortion on the surface.  This can be seen in Figure 
23. 

Figure 23. Surface profile of ring gauge with bolts removed. 
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3.4  FUTURE CONSIDERATIONS 
 
The evaluation of the ring gauge by Y-12 will be the basis for the decision of another artifact.  A 
second artifact will be designed and fabricated.  However, the artifact may be an improvement 
on the first model or be a completely new design.  The ability to mount the artifact in a variety of 
orientations on the CMM is another consideration.  The final artifact will include an instruction 
manual on how it should be used and how to evaluate the performance of the CMM based on the 
calibration of the artifact. 
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A polar profilometer, Ultraform 2D, has been built by Precitech and the Precision Engineering
Center under a technology transfer license agreement.  The design is based on the Polaris
machine that was developed at the PEC in 2000.  Ultraform incorporates numerous
improvements in packaging, axis design and the control software to produce a commercially
viable machine.  Both the measurement volume and resolution have been increased and
controller level support for improved operating procedures has been incorporated into
Ultraform.  In particular, a means of following an arbitrary surface using the LVDT probe as an
auxiliary axis feedback has been developed.  Updating the user interface software to take
advantage of these new hardware features and implementation of improved probe waviness
compensation algorithms are the principal tasks remaining.
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4.1  INTRODUCTION

Profilometers for form and roughness measurements have traditionally been based on Cartesian
geometry.  Large aspect ratio parts present significant challenges for commercially available
measurement systems.  Optical profilometers are limited to a few degrees of slope by the ratio of
fringe spacing to camera resolution.  Mechanical profilometers are usually limited by the
clearance angle of the tip and the non-perpendicular loading direction of the probe – both of
which often limit the measurable slopes to less than 45°.  Certain industries, in particular those
making high aspect-ratio optics, require the measurement of geometries more polar than
Cartesian in nature.  A polar profilometer, Polaris, was designed and built in 2000 at the
Precision Engineering Center to address this need [1, 2].  The device is capable of measuring
figure as well as roughness on hemispheres and aspheres both concave and convex inside a
circular measurement field 50 mm in diameter.  This design can be used to measure surfaces
with a resolution of 20 nm and an overall accuracy of 200 nm.

Figure 1.  Ultraform 2D.
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Ultraform 2D, shown in Figure 1, is a commercial prototype of the polar profilometer Polaris.
As a joint project with Precitech Precision, Ultraform 2D maintains the layout and concept of
Polaris while changing certain components to make the instrument commercially viable.  The
most significant change is an increase in both R-axis travel and measurement range.  The travel
of the Ultraform R-axis has increased to 70 mm.  With the addition of a manually adjustable
LVDT gauge mount the overall measurement field has been increased to a diameter of 100 mm.

4.2  CHANGES FOR COMMERCIALIZATION

4.2.1  HARDWARE CHANGES

Several changes were made to the hardware to either improve performance, reduce cost or both.
Some components were not suited to a production machine whereas others that were purchased
from other vendors could be produced by Precitech.  A summary of the components of each
machine are shown in Table 1.

Table 1.  Hardware comparison of Ultraform 2D and Polaris.

MAJOR  COMPONENT COMPARISON

Component Polaris Ultraform

Vibration Isolation Fabreeka Precision Aire Fabreeka Precision Aire

Machine base Rock of Ages Rock of Ages

Three-axis  part

positioner

NEAT Stepper NEAT Stepper

Part mounting plate Bolt Grid Vacuum Chuck

Rotary Air Bearing Precitech RT 200 /270 Precitech RT 200 /270

Rotary encoder Heidenhain Renishaw

Linear Air Bearing Slide Dover Precitech  Custom

LVDT Support Fixed Adjustable

Air-Bearing LVDT Lion/Colorado Precision Precitech

Rotary Stage Motor Aerotech Brushless, Frameless Hathaway Brushless, Frameless

Linear Motor Trilogy MTS

Controller Cabinet ElectroRack/Desk Type Precitech Custom/In  machine base

Linear scale Heidenhain Sony

PC IBM NetVista Panel PC

Motion Controller Delta-Tau UMAC Delta-Tau UMAC

The Fabreeka vibration isolation system performed flawlessly and exceeded all performance
expectations on Polaris.  This system was retained based on  this experience, reasonable cost and



48

the importance of the isolation system.  Similarly, the granite slab to provide mass for effective
damping and a stable platform for the machine continues to be sourced from Rock of Ages.

The three-axis part positioner remains the same for both machines with the exception of a longer
travel (100 mm) in the X and Z directions to accommodate the longer travel of the R-axis.  The
Y-axis still has a range of 50 mm.  All three positioning axes are driven by microstepping motors
to give an overall position resolution of 0.5 µm.  The part mount on the positioner has been
changed from the grid of bolt holes used on Polaris to a vacuum chuck for Ultraform.

The rotary stage (θ-axis) has been modified.  While the Precitech air bearing table remains the
same, the rotary encoder and the motor are somewhat different.  The Renishaw rotary encoder
has increased the rotary axis resolution to 0.02 arcsec from the previous 1.8 arcsec Heidenhain
encoder, mainly due to a tenfold increase in interpolation.  The Hathaway rotary axis drive motor
is of the same type as the previous Aerotech model, with a three-fold reduction in torque from
11.7 N-m peak to 3.8 N-m peak.  It was selected primarily to save space and reduce cost.  Since
the θ-axis does not need to accelerate or decelerate rapidly, this reduction in torque should have
little impact on the operation of Ultraform.

Figure 2.  Cross section of linear air bearing slide.  Note the dovetail shape and center mounted
linear scale.  The linear motor resides immediately behind the scale.

The linear (R) axis has changed significantly.  Polaris used a Dover box-slide of anodized
aluminum with encoder and motor on either side outboard of the slide.  Precitech has designed a
new dovetail slide with 70 mm of travel that is based on the aluminum dovetail slides used in
some of the Optoform diamond turning machines.  Shown in section in Figure 2, the slide is
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constructed of stainless steel and accommodates both the linear motor and encoder in the center
of the dovetail.  This eliminates Abbé offset in the tangential direction which was present on the
Dover slide and contributed to yaw errors.  The motor on Ultraform is an MTS model with 43 N
peak force as opposed to Polaris’s Trilogy model with 133.5 N peak force.  Due to space
constraints, the coil size was reduced along with the force.  The Heidenhain Diadur linear scale
with 20 nm resolution has been changed to a Sony scale, also with 10 nm resolution.

A new mount has been constructed for the air-bearing LVDT gauge.  Adjusting the position of
the gauge for probe centering on Polaris required tapping the monolithic mount.  Ultraform has a
fully adjustable base as shown in Figure 3.  A differential thread screw allows fine adjustments
of the LVDT’s tangential position.  Additionally, the bottom of the mount is dovetailed to allow
the LVDT to be positioned manually in the axial or R-direction, increasing the coverage area for
measurements to a diameter of 100 mm.

Figure 3.  The LVDT holder is now adjustable with a horizontal differential screw that is
perpendicular to the LVDT axis.  The mount also slides on a dovetail on top of the R-axis to

allow a larger measurement envelope.

The control system has been changed by placing all components on a single machine base.
Polaris had a separate desk, which contained the control components, provided workspace and
the host PC.  In place of the desk, Ultraform uses a panel PC mounted on a stalk on the side of
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the machine.  The Delta Tau UMAC motion controller is the same as on Polaris.  While the
controller hardware has not changed, software changes are significant.

4.2.2  SOFTWARE MIGRATION

Migration of the Polaris software to the Ultraform platform requires significant modifications to
the code at three different levels.  At the lowest level is the Delta Tau firmware and the data
structures that configure it to control the hardware.  Included in this category is the 512K x 24-bit
data acquisition buffer.  The next level includes the software PLCs and motion programs that
implement the operational functions required to setup, perform axes calibration and measure a
specimen.  The top level is the User Interface (UI) software that executes on a PC host computer
connected to the UMAC controller via USB.  With the exception of the handwheel jogger, the
mounting of a specimen on the 3-axis part positioner and the power on/off, emergency-stop and
emergency-stop reset switches, all user interactions with the machine are through the UI
program.  Communication among the software components is through global access to the
UMAC's internal variables and the acquisition buffer.  The division of  operational tasks among
the UI, control PLCs and motion programs is the principal update required of the prototype
software.

Performance Improvements

Crowning and Calibration  Several operational tasks in the Polaris need to be improved.  The
auto-crowning and calibration procedures can occur faster if the process of nulling the probe
against a part is performed by a triggered jog procedure (PLC or motion program) on the UMAC
instead of by incremental jog and test loops on the host PC.  Probe nulling is performed by
moving the Z axis during crowing, the R axis during calibration and both R and Z when initiating
a measurement.

Triggered Moves  To move a specimen into contact with the LVDT probe, two triggered move
commands been implemented in the jog PLC.  One moves the R axis (for calibration operations
and measurement setup) and the other moves the Z axis (for horizontal and vertical crowning).
Currently these operations are performed by the UI as a sequence of discrete UMAC commands:
move, wait for motion to complete and check LVDT position and status.  The sequence is
repeated until the LVDT signal is sufficiently close to zero.  Finding the part with the probe can
be time consuming as the R or Z axis commanded motion cannot exceed the range of the LVDT.
Thus, many iterations are required if the part and probe are not jogged close to one another by
the operator before starting these automatic motion command sequences.  Replacing this, rather
tedious technique with triggered moves represents a significant time savings for the operator.
Zeroing the LVDT now requires approximately 10 seconds at a typical stand-off distance of 5
mm.  In the worst case, less than one minute is required when the probe is as far away from the
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measurement artifact as possible.  The process is repeatable to about 100 nm when moving the R
axis and 300 nm when moving the Z axis.

Data Acquisition  The time to uploading data after completion of a measurement can be reduced
by utilizing the PMAC library routines for transfer of binary data.  Presently the data is
“dumped” to the host PC in ASCII format and converted to a numeric format for analysis.  The
conversion process is insignificant, but transferring the data as characters requires about twice
the USB bandwidth.  Also, the USB channel incurs significant setup overhead for each
communication cycle relative to its ultimate per byte transfer rate.  Thus a large data transfer
buffer is desirable.

Data Analysis  Two types of least-squares curve fitting are implemented by the UI software:
linear (slope and intercept) and circular (radius and center coordinates).  Both are performed on
the data after it is converted to Cartesian coordinates.  This transformation of the data leads to
uncertainty in both the independent variable (the abscissa or X axis) and the dependent variable
(the ordinate or Z axis).  In addition, the required least-squares assumptions of independence and
Gaussian error distributions are violated as a result of the transformation.  The technique used for
the circular fit is known to be very susceptible to round-off errors and to fail completely in some
trivial, degenerate cases (e.g., when the data forms a vertical, straight line).  The preferred
algorithm for general linear least-squares is known as the Singular Value Decomposition (SVD).
Either the SVD or a general purpose non-linear algorithm (e.g., Levenberg-Marquardt) will be
used for all curve fitting.  It may also be possible to implement the fitting routines with the polar
coordinate data to avoid problems associated with the transformation.

Control

The machine control software is logically divided into two categories: PLCs and motion
programs.  Essential functions such as emergency stop, jogging and homing are controlled by the
PLCs.  Motion programs are used for activities that require both synchronized motion along a
prescribed path and data acquisition.  The final (ρ, τ) calibration step, θ calibration and part
measurement are done with motion programs.  The calibration motion programs are stored in the
UMAC's non-volatile program memory.  Coarse (ρ, τ) calibration and X,Y crowning were

performed by the UI issuing jog commands directly to the UMAC and waiting for motion to
complete.  These functions will be improved with saved motion programs to simplify the UI
interactions with the control system.  Improved performance is also expected.

LVDT Following Mode  For Polaris, a new part measurement motion program that drives the R
and θ axes along a nominal part profile was generated by the UI software and downloaded to the

UMAC for each measurement setup.  For Ultraform, a more generic measurement mode will be
implemented that does not require a nominal probe trajectory.  Techniques for using the LVDT
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signal as a secondary feedback for the R axis motion control are being investigated.  This will
eliminate the need for generating nominal part profile motion programs and  measurement
offsets and permit the measurement of surfaces of unknown cross-section.  It may still be
desirable for the user to specify whether the part is concave or convex at its apex although this
information may be available from the crowning procedure.  During measurement of an
unknown surface, the θ axis will be commanded to rotate slowly through a prescribed arc length

while the controller maintains a null LVDT feedback signal by moving the R axis in response to
displacements of the probe.  Four approaches for implementing LVDT following mode have
been identified.

1. Periodic modification of the commanded position for the R axis.  A test was performed
with the prototype instrument using a simple motion program.  In this test, the R motor was
defined as the W axis in a coordinate system and commanded to follow an appropriately
scaled LVDT feedback signal.  Rotary table motion via incremental jog commands were
generated by the handwheel jog PLC.  The trade-off between delay timing and motion
velocity was found to be critical as the R axis has a high bandwidth (~50 Hz) relative to the
LVDT and can “bounce” the probe.  The resulting instability is a major obstacle to measuring
parts with large local slopes.

2. Dual feedback.  That is, the controller uses a linear combination of the LVDT signal and the
R axis encoder signal as the control feedback for the R axis.  The UMAC firmware allows for
both position and velocity feedback as well as master-slave following modes.  A typical
example is the slaving of an axis to a manually operated handwheel or a spindle.

3. LVDT-only feedback for the R axis.  A significant problem occurs if the probe looses
contact with the surface during measurement.  Switching between the two feedback signals is
also problematic.

4. The inverse kinematics facility of the UMAC provides a means of “getting inside the loop”
with respect to trajectory command generation.  Although similar to the dual feedback
technique, the inverse kinematic PLC is executed on every servo cycle (currently 440 µsec).
The constant timing simplifies the task of implementing a low pass filter to avoid problems
associated with the low bandwidth, directionally dependent response the LVDT air bearing.

With all four techniques, two issues must be resolved.  First, rapid corrective motions of the R
axis must be filtered or the air bearing LVDT will loose contact with the surface; second, the
transition into and out of following mode must be smooth.
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User Interface

The user interface is a Windows application written in C and C++ using the Borland C++
Builder integrated development environment.  The Delta Tau PComm32 library provides
functions to communicate with the UMAC controller and the Iocomp Plot Pack and Instrument
Pack component libraries provide 2D plotting facilities and instrumentation display capabilities
(e.g., analog gauges, LEDs, progress bars, etc.).

Data Files Three types of files are created and maintained by the UI:
1.  The Preferences file (Polaris.ini) is a binary format file containing the user selectable

preferences accessed via the Preferences menu and the results of the most recent calibration.
2. Part data description files (*.pdm) are the result of processing a G-code file to create a

motion path for the UMAC axes to follow.  These files will no longer be needed after the
LVDT following mode is implemented.

3. Measurement data files (*.mdm) are the saved ASCII data acquired by the controller during
a measurement scan.  They consist of six columns of numbers preceded by a single header
line containing column labels.  The columns labels are: Index, X, Z, R, Theta and Rho.
Index is simply a sequence number for the each data row, X and Z are the data points
expressed in Cartesian coordinates and R, Theta and Rho are the positions of the moving
axes at each data collection interval.  X, Z and R are in units of millimeters, Theta is in
degrees and Rho is in micrometers.  The data is saved after compensation for LVDT
linearity, R axis pitch, (ρ, τ) offsets and probe radius are performed.  The X,Z Cartesian

transformation is relative to (X0,Z0)= (0,0).  Improvements in the measurement file format are
needed.  In addition to column labels the header should contain the data and time of the
measurement, the calibration information used to compensate the data, the LVDT range
setting, the data acquisition rate and the spatial filtering parameters used to calculate surface
normals.

Code Modules   The most significant UI code change needed for the migration from Polaris to
Ultraform is the separation of the command and control functions from the data analysis and
plotting functions.  Polaris UI software also contains numerous interaction sequences with the
UMAC PLCs and motion programs.  Simplification of these interactions by directing all
communication activities through a single module will facilitate debugging, code maintenance
and the possible future migration to different controller hardware.  From experience with the
Polaris prototype, it is also apparent that the mechanisms employed for data allocation and
thread management (ie, multi-tasking) are not robust.  The separation of code modules into
functional groups and redesign of these features will reduce the occurrence of errors and speed
execution of code.
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4.3  TESTING

Preliminary measurements have been made to characterize error motions of Ultraform 2D.
Straightness measurements of the linear (R) axis revealed horizontal straightness of 160 nm  and
vertical straightness of 100 nm over the axis travel of 70 mm.  Compensation will be performed
for the horizontal straightness to achieve overall measurement accuracy of 100 nm.   R-axis
pitch, of particular concern due to the large Abbé offset between the linear encoder and the
LVDT gauge, was measured to be 0.4 arcsec on Ultraform.  This is a significant improvement
over the 1 arcsec value obtained for Polaris.  It does, however, still produce an error of 230 nm
over the axis range.  As with Polaris, this error will be compensated in software.  Finally, the θ-

axis roundness was found to vary by as much as 180 nm over the measurement range.  This error
will also be mapped and compensated.

4.4  PROBE WAVINESS COMPENSATION

Of significant concern for achieving an overall accuracy of 100 nm with Ultraform is the
waviness of the probe tip.  Typical carbide or ruby probe tips are available with a grade 5
roundness (±5 µin or ±127 nm).  This represents an appreciable error, which must be accounted
for in each measurement.  To eliminate this error, a calibration technique will be used. Each time
a probe tip is placed on the machine, a flat will be measured near the θ-axis center of rotation.
For a perfectly aligned probe tip with no waviness, there will be no deflection of the LVDT
during the measurement.  Any displacement will be a combination of misalignment and tip
waviness.  Since these errors manifest themselves in the same way on the measurement as the
calibration (they are distinguishable only by their degree of symmetry), they need not be
separated, only mapped and removed from measurement data.

The process of waviness compensation requires that, first, the waviness of the probe tip be
evaluated and, second, the result be applied to every subsequent measurement.  The unique
geometry associated with a polar measuring system allows a certain degree of self calibration.
This feature of the profilometer was exploited in Polaris to align the instrument’s measuring
probe with the rotary axis, thus establishing a true polar coordinate system.  Two orthogonal
alignment errors are identified: radial offset (ρ0), and tangential offset (τ0).  Radial offset has a
straightforward effect on a measurement in that it merely needs to be added to the measured
radial position R in order to obtain the correct position.

0ρ+=′ RR (1)

The impact on a measurement of the tangential offset is a bit more involved, since it influences
both R and θ.  The corrected radial position is given by Equation (2).
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While the corrected angular position is given by Equation (3).
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Waviness (w), on the other hand, is a function of the probe contact angle (γ), which is itself a
function of R and θ ’ .  As shown in Figure 4, radial offset error (ρ0), tangential offset error (τ0)
and waviness error (w(γ)) are all present in any measurement.
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ρ

ρ
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0τ
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w(  )γ

Figure 4.  Probe error is a combination of radial offset error (ρ0),
tangential offset error (τ0) and waviness error (w(γ)).

4.4.1  WAVINESS EVALUATION

Evaluating the waviness of a given probe tip is inexorably linked to evaluation of probe
misalignment.  Probe misalignment can be considered as a special case of waviness with a high
degree of symmetry.  Unfortunately, this does not alleviate the need to find the relative position
of the probe tip with respect to the axis of rotation of the rotary stage.  A method for evaluating
probe tip alignment has been developed that uses a flat surface as a reference standard.

For a probe tip with a radius of r, the probe position will be –r for all positions of θ if the center
of the tip is positioned with its center at ρ = 0.  One means of achieving this is by placing a flat
plate (λ/20) at –r as shown in Figure 5.   If the probe is truly centered, the probe output will give

only the probe waviness as the rotary axis is traversed through the angular extent of the probe tip.
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Figure 5.  When the probe tip’s center is aligned with the machine origin,
rotation of the θ axis will yield only waviness data.

However, if there is an offset in either the ρ or τ directions, the probe output will change in a

characteristic way for each direction that is a linear combination of all these errors.  As shown in
Figure 6, for an offset of ρ0 in the ρ direction, the output of the LVDT will change as a function
of the rotary axis position, θ .  Equation (4) describes the LVDT response as a function of probe

offset and rotation angle.

ρ ρ
θ

= −



0

1
1

cos
(4)

After a calibration measurement is performed and ρ0 is found, the R axis zero position can be
offset in the control software.  In addition to ρ offsets, there can be an offset in the τ direction.
This offset produces a different response when measured using the flat method.

The response of the LVDT to a τ offset is a function of θ as shown in Figure 7 can be written as
Equation (5).

θτρ tan0= (5)

This characteristic output can be used to detect and correct the offset – this time in the τ
direction.



57

X

Z

ρ
0

θ

τ

ρ

0

0.41

-0 .98 -0 .784 -0 .588 -0 .392 -0 .196 0 0.196 0.392 0.588 0.784 0.98θ−π /4 π /4

ρρ
0

0

Figure 6.  Schematic and plot of LVDT deflection due to an offset of ρ0 in the ρ direction.  The
probe response as a function of θ can be used to determine the offset and adjust the machine.
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Figure 7.  Schematic and plot of LVDT deflection with an offset of τ0 in the τ direction.

The actual alignment procedure is slightly more complex.  A combination of offsets will produce
an output of the probe according to the sum of Equations (4) and (5) as shown in Equation (6).

ρ ρ
θ

τ θ= −



 +0 0

1
1

cos
tan (6)

Least squares can be used to find the values of ρ0 and τ0 that are maximum likelihood estimators

for the data from a calibration measurement.  The residual error can be considered the waviness
of the probe since, for a flat, θ= γ.
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The disadvantage of this method is that, for large amounts of waviness, the determination of ρ0

and τ0 via a curve fit can be affected, increasing uncertainty in the location of the rotary axis

center.  Fortunately, by limiting the magnitude of the waviness to ±125 nm, the influence on the
fit is minimized.

4.4.2  ERROR CORRECTION

Once the tip waviness and probe alignment errors are known, data from subsequent
measurements can be corrected in software.  None of the errors are of sufficient magnitude to
require real-time alteration of probe position during a measurement.  Gauge misalignment and
nonlinearity are easily corrected by applying their compensation formulas sequentially.  Once the
misalignment errors have been compensated using Equations (1-3), the procedure for probe
radius and waviness correction is similar to that of modifying a tool path prior to a machining
process.  An important difference for a metrology instrument is that for each point in the data file
the direction cosines of the correction vector must be estimated from the data itself.

Figure 8.  As the probe tip traverses the surface, the contact angle changes.  This contact angle
can be determined from the slopes of the interpolated line segments between data points.

Figure 8 illustrates the procedure for estimating a sequence of surface data points, Dk, from
probe center locations, dk.  In its most basic form, the probe radius correction and waviness
compensation is numerical and requires a minimum of three data points.  The first step is to
estimate the surface normal vector at each probe center location.  The normal vector (N) at a
point, dk, cannot be calculated directly, but it can be estimated as a perpendicular to the line
segment (T) through dk that connects dk-1 and dk+1.  The slope of T, mk is given by Equation (7).
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The inverse of this point slope is the slope of the normal vector, N.  By substituting mk and dk

into the point-slope form of the normal line given in Equation (8), the location of the
corresponding surface point, Dk, can be found.

( )kkkkk xXmzZ −=− (8)

Considering waviness as a polar variation in probe radius, a combined correction for probe
radius and waviness is found using Equations (9) and (10) to find the components of Dk, namely
Xk and Zk.
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The function r(γ) is the probe radius as a function of contact angle or the sum of the nominal
probe radius r and the waviness w(γ).

)()( γγ wrr += (11)

The contact angle γ is a function of the local slope mk and the probe angular position, θ ’ .

γ θ= ′ − −






−tan 1 1
mk

(12)

The special cases of zero or infinite slope are easily detected before applying Equation (12) and
compensated by adding r(γ) to xk if the slope is zero or zk if the slope is infinite.

For smooth surfaces with slowly varying slopes this process is relatively straightforward and
effective.  However for high aspect surfaces, care must be taken to design a filtering process that
removes the effects of noise without obscuring the presence and location of important surface
features.  The effect of probe waviness on measured data is a convolution of the probe and the
actual surface.  Although implemented iteratively as a filtering process, the extraction of
corrected surface data from measured data is equivalent to spatial deconvolution.  As such, the
techniques developed for scanned probe microscopy are relevant to our implementation [3].
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4.5  CONCLUSION

The commercial prototype of Ultraform 2D is expected to be completed by June 2004.  The
principal tasks that have not been completed are: implementation of LVDT following,
enhancement of the user interface to accommodate controller level code changes and probe
waviness compensation.  Production versions will follow and the control system may be ported
to the QNX-based UPX controller platform by Precitech.  The prototype will returned to the PEC
and used as a development platform for the Ultraform 3D, for full 3D profilometry.
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5.1  INTRODUCTION & BACKGROUND       
 
Machining surface features onto a part has always been a need of the manufacturing industry.  
These features may be used to obtain a desired optical property, texture or design.  Often, these 
features are very small, even on the order of micrometers, and must be machined onto a very 
large surface.  That is where a fast tool servo can be used.  This tool, when used in conjunction 
with a diamond turning machine, will produce minute features on a work surface.  The higher the 
frequency of the fast tool servo, that is, the faster it can “get to the next feature,” the more 
productive and efficient the entire cutting process can be. 
 
The objective of this project is to design and build a high-speed fast tool servo to create features 
on a surface during a diamond turning operation. These features are to be created at frequency of 
10 KHz or greater and be at least 5 µm peak-to-valley.  
 
The PEC has built a number of piezoelectrically driven fast tool servos over the past 20 years. 
The first device was part of a diamond turning machine designed and built in the Center, the 
second was a long range actuator (100 µm range) for Oak Ridge National Labs and the third was 
a low-amplitude system built for Los Alamos National labs used to generate harmonic or random 
features (10 µm P-V) on sub-millimeter diameter targets for laser Inertial Confinement Fusion 
experiments. Each of these designs was based on a common theme: a cylindrical high-voltage 
piezoelectric element preloaded by a diaphragm, a capacitance gage for position feedback and a 
tool holder for a standard diamond tool. These actuators were integrated into a digital controller 
with closed-loop feedback from the capacitance gage to reduce the hysteresis in the actuator and 
improve the fidelity of the machine features. 
 
Specifically there were three PEC projects that have a direct bearing on the proposed FTSTURBO: 
the first is the fast tool servo, the second is the actuator built for the elliptical vibration assisted 
machining and the third is the ultrasonic actuator motor. Each of these will be described below.  
 
5.1.1 FAST TOOL SERVOS 
 
When the PEC began operation in 1983, one area of emphasis was feedback control of the 
repeatable errors in a precision machining operation. The first technique pursued was the use of a 
fast tool servo to correct for spindle errors. To that end, a machine tool called the PAUL (Parallel 
Axis Ultra-precision Lathe) was built. This machine used a pair of vertical axis, airbearing 
pindles: one holding the workpiece and the second holding the tool with on a swing arm that 
could pass over the workpiece. This geometry produced a compact yet rigid design. Integral with 
this machine was a Fast Tool Servo (FTS) powered by a piezoelectric actuator. This servo was 
built into the arm to change the depth of cut. A photograph and a cross-section of the actuator are 
shown in Figure 1. This FTS has a range of motion of 20 µm and a first natural frequency on the 
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order of 8 KHz. The closed loop bandwidth - the maximum speed for controlled motion – is 
approximately 2 KHz.  The size of the unit is about 100 mm long and 50 mm high.  The cutaway 
shows the piezoelectric actuator (a hollow cylinder with an OD of 25 mm, ID of 13 mm and a 
length of 18 mm) that moves the tool holder and the cylindrical diaphragms that guide the tool 
holder in a linear motion. A capacitance gage is inserted through the center of the piezoelectric 
element to sense the position of the tool. This position measurement is used as feedback in the 
digital controller to reduce the error due to hysteresis and other disturbances. This servo has been 
in continuous operation since it was built in 1988. 
 
A second FTS with a similar design was built for Los Alamos National Labs (LANL) in 1996. 
The actuator length was shorter (12.7 mm) and the system had a slightly higher natural frequency 
of 9500 Hz. This actuator has been used at LANL to fabricate sine wave features on 0.5 mm 
diameter aluminum targets that are used in Inertial Confinement Fusion experiments at Lawrence 
Livermore Labs and the University of Rochester. The goal was to produce 1 µm P-V sine waves 
with less than 10 nm form error. The FTS was able to achieve the goals but the maximum 
operating frequency was on the order of 1000 Hz. 

        
a) Photo of the Fast Tool Servo b) Cross section of the actuator 

Figure 1. Fast tool servo used at the PEC 
 
 
5.1.2 ELLIPTICAL VIBRATION ASSISTED MACHINING (EVAM) 
 
A new technique for precision machining of ferrous and ceramic components is to add vibration 
to the tool motion to change the chip geometry and bring the tool tip out of contact with the part. 
For EVAM, the motion of the tool cutting edge is a combination of the elliptical motion of the 
actuator and the linear motion of the workpiece. The goal of the recent work at the PEC was to 
understand the effects of the size and frequency of this elliptical tool motion. To create a 
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versatile actuator, the structure was designed to operate below its first natural frequency so that 
the shape and magnitude of the motion could be easily changed. 
 
Two generations of piezoelectric tool holders were built at the PEC to study the EVAM process.  
They are both shown in Figure 2. The first (shown in the background) used long, cylindrical 
actuators to create elliptical motion of a standard diamond tool. The maximum operating 
frequency of this system was less than 500 Hz. Significant experience was gained with this 
design that led to the second-generation system shown in the foreground. This new design has a 
hollow alumina tool holder that combines lightweight with high-stiffness and includes a fluid 
cooling system to allow continuous high-speed operation. The Generation II device can displace 
the tool in an elliptical or circular path with a maximum stroke of the major and minor axes of 60 
µm and 10 µm respectively for frequencies up to 5,000 Hz or the equivalent of 300,000 rpm for a 
single flute flycutter. 
 

 
Figure 2. Photograph of UltraMill Generation II (foreground) and Generation I (background) 

 
The hollow ceramic tool holder with a glued-in diamond tool was a key technology for 
increasing the natural frequency of the system. The total mass of the tool holder is on the order 
of 3 grams compared to 200 grams for the FTS described in Figure 1. The tool is 1x1x5 mm in 
size and is glued into a groove in the ceramic holder using epoxy.  To remove the diamond for 
resharpening the holder is heated to soften the glue. This is a technique that is used often and will 
be an important part of the new FTSTURBO design. 
 
5.1.3 ULTRASONIC PIEZOELECTRIC ACTUATOR 
 
To achieve the high speed needed for the proposed FTSTURBO design, different actuator designs 
need to be considered. One example is the high-speed piezoelectric actuator that was developed 
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as a compact drive system for linear or rotary motion. Several designs were evaluated and the 
best is shown in Figure 3. 
 
This actuator utilizes longitudinal and bending motions of a piezoelectric material, each driven 
by a sine wave of the same frequency to move the slideway. The longitudinal vibration mode 
changes the load on the surface and the bending mode moves the tip along the direction of 
motion of the slide. The direction of motion coincides with the bending displacement at the high 
normal load and a change in the phase of the bending displacement will reverse the direction. 
The tip of the device displaces about 1 µm in an elliptical path at one of the system’s resonant 
frequencies at 50 KHz. By changing the phase of the tangential and longitudinal vibrations, the 
shape of the path can be changed. 
 
This design indicates the potential of piezoelectric designs to operate at high frequency. A 
photograph of the ultrasonic actuator is shown in Figure 4. This picture calls attention to the way 
that the actuator is attached to the support structure. For a machining configuration, two changes 
are necessary. First, a diamond tool must be attached to the end of the actuator. The Ultramill 
described previously used a ceramic (Al2O3) holder into which the tool was glued. The actuator 
shown could also be configured in this manner. Second, the support structure must be more rigid 
than the design shown in Figure 4. One solution is to create supports on both sides of the actuator 
at the front node (see the mode shapes in Figure 3). 

Figure 3. Ultrasonic piezoelectric actuator design. The numbers in the side view (a) indicate the 
size of the actuator in mm. This design has three active elements and the six electrodes are 

indicated in the top view (b). The graphs at right are the mode shapes at 50 Khz. 
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Figure 4. Photograph of ultrasonic actuator with flexures for loading against slideway. 
 
The actuator shown in Figures 3 and 4 operates at a resonant frequency well above the first 
mode; and as a result, the motion cannot be controlled in real time. The goal was to design the 
shape of the actuator that will produce the mode of operation desired. However, this design 
emphasizes the experience of the PEC in producing high-speed piezoelectric actuators and the 
experience gained will be valuable in producing the desired system.  
 
5.2  TECHNICAL CHALLENGES     
 
The design of an actuator capable of 5 µm stroke with a closed-loop bandwidth of 10 KHz will 
be a challenging undertaking. The specific technical challenges to be addressed are described 
below. The solution to these challenges is the subject of the Plan of Work that follows.  
 
5.2.1  ACTUATOR AND TOOL HOLDER DESIGN       
 
A high-speed fast tool servo capable of producing a 5 µm stroke with a bandwidth of at least 10 
KHz implies a natural frequency of five times that value and pushes the design envelope for 
weight and stiffness. To meet these performance specifications, the actuator must be carefully 
chosen. Different piezoelectric designs developed at the PEC were discussed in the last section. 
Piezoelectric elements are attractive for their small size but hysteresis can create heating 
problems that must be addressed. New piezoelectric materials with reduced hysteresis as well as 
temperature control schemes used in previous designs will be evaluated. Whatever the drive 
system, the moving mass must be kept as light as possible to retain a high natural frequency. 
System natural frequency and heat generation will be the main factors limiting the maximum 
operating frequency of the fast tool servo. 
 
Other actuators that are being considered for FTS operations are both linear and rotary electric 
motors. Two different designs were described at the recent ASPE meeting [1,2]. To provide the 
required force and stiffness, these devices are relatively large, consume enough power to get hot 
and have not yet demonstrated the bandwidth required in this project. However, the advantages 
and disadvantages of such drive systems will be evaluated based on the published results. 
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5.2.2  POSITION FEEDBACK AND CONTROL  
 
The motion of the tool will have gain and phase differences with respect to the commanded 
motion as a result of the electromechanical system that drives it and a controller must be used to 
ensure the accuracy of the cutting path. The control strategy can take two forms: open loop and 
closed loop. Closed loop control uses the known dynamics of the electromechanical system with 
feedback from the cap gage to modify the input signal to maximize rise time but reduce 
overshoot and steady state error. Open loop control can be used to modify the input signal to 
correct it for the effects of gain error and phase delay for multi-frequency signals. Panusittikorn, 
Dow and Garrard are working on a project [3] that should improve the fidelity of the surface 
features at speeds approaching the natural frequency of the actuator. The results of this work will 
be incorporated into the controller implementation. 
 
The closed-loop controller for the servo uses the feedback from the capacitance gage to position 
the tool. This controller can reduce the effect of steady state errors due to signal gains or actuator 
nonlinearities as well as correct for external disturbances introduced to the actuator system. To 
design the control algorithm, a generalized block diagram must be created that includes the 
amplifier, actuator, cutting forces, structural dynamics and position feedback. The transfer 
function for this electromechanical system can be found with the help of the Stanford SR780 
Signal Analyzer. The Signal Analyzer generates a sign wave with constant amplitude and 
varying frequency that is input to the actuator system. It then monitors the output from the cap 
gage and creates the transfer function (amplitude and phase as a function of frequency) between 
the input and output of the system. This relationship can then be used to find a control algorithm 
that will provide optimal response of the tool without undesirable overshoot. 
 
The open loop controller uses the dynamics of the closed loop system to modify the input signal 
to compensate for different gains and phase lags at different frequencies. For example, if the 
desired trajectory has components at different frequencies, the electromechanical system will 
distort this trajectory and produce an error. By modifying the input to include these effects, the 
error can be reduced. 
 
After design, the controller will be prototyped using the DSpace hardware and the Simulink 
software available at the PEC. The block diagram with all the control gains is constructed in 
Simulink and then downloaded to the DSpace CLP1104 processor board to control the system. 
The position sensor in the FTS sends its data to the DSpace board, which it turn uses it as 
feedback in the control loop. The DSpace board then outputs the proper voltage to the system, 
resulting in accurate and controlled tool movement. The CLP1104 can operate at 100 kHz, so the 
high frequencies of this application will not present any problem.  
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5.2.3  COOLING SYSTEM 
 
An important natural characteristic of piezoelectric elements is hysteresis. Hysteresis is defined 
as a loss of energy as a result of reversing driving direction. At high frequencies, the piezo 
element is reversing quickly, causing much energy to be lost. This energy appears in the system 
as heat. Too much heat generation can damage the structure, thus making it necessary to use 
some type of cooling system. Cooling has been used often in high frequency applications, and 
the analysis involves the use of basic heat transfer relationships. However, it is possible that new 
reduced-hysteresis materials have eliminated the need for a cooling system. These new materials 
can operate at very high frequencies with relatively low heat generation. The total heat 
generation of the selected piezoelectric actuator will be calculated, and an according cooling 
system, if necessary, will be designed. 
 
5.2.4  COMPONENT LIFE AND RELIABILITY 
 
Piezoelectric actuators have been tested and have shown no loss of performance up to billions of 
cycles. However, no formula exists to calculate the lifetime of a piezoelectric element due to the 
many parameters that have a nonlinear influence on performance. These parameters include 
temperature, humidity, voltage, acceleration, load, operating frequency, and insulation materials. 
It is imperative that a suitable orientation of the actuator and an optimized set of working 
conditions are chosen to maximize its life. 
 
5.3  DRIVE TECHNIQUE COMPARISON   
 
One of the first decisions is to select the type of actuator to be used to drive the servo.  Many 
aspects such as size, cost, heat generation, necessary control scheme and potential acceleration 
are evaluated.  The following is a comparison of four different types of actuation: 
magnetostrictive, Lorentz force, variable reluctance (electromagnetic), and piezoelectric.   
 
5.3.1  MAGNETOSTRICTIVE 
 
Magnetostrictive materials expand when exposed to a magnetic field.  Conversely, a strain in 
these materials will result in a changed magnetic field (also called the Villari effect).  This 
property is caused by magnetic domains inside a material.  When exposed to a magnetic field, 
the randomly oriented domains align, causing a strain in the material.  Controlling the initial 
configuration of the domains through the fabrication processes using thermal annealing and cold 
working can optimize this effect. Some common magnetostrictive materials include iron, nickel, 
cobalt, and terfenol.   
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According to NASA [4], these materials can operate at higher temperatures and generally 
undergo higher strains with lower input voltages than piezoelectric materials.  However, limited 
work has been done with magnetostrictive materials.  Eda [5] developed a magnetostrictive 
actuator with a 2 µm stroke, although no frequency response was provided for this device.  Liu 
[6] created a 50 µm stroke magnetostrictively actuated tool holder.  This system had a natural 
frequency of 1.5 KHz, but no closed loop bandwidth was specified.   Other problems associated 
with these materials are the fact that they are not easily integrated into a control system and also 
have a hysteresis effect (heat generation). 
 
 
5.3.2  LORENTZ FORCE 
 
Another possibility for diamond turning applications is a fast tool servo driven by a Lorentz 
force actuator (moving-magnet galvanometer).  One application of this drive technique is a 
rotary servo.  This type of servo is especially useful for machining spherical workpieces.  The 
tool holder is placed on a rotational axis attached to the base structure.  This enables the tool to 
access a spherical piece at its pole as well as its equator, as shown in the figure below. 
 
 

 
 
 

Figure 5.  An example of a rotary fast tool servo set up for operation on a two-axis lathe.  Side 
view (left).  A top view (right) shows the servo’s ability to engage the workpiece at its pole and 

equator by rotation about the B-axis. 
 
 
A rotary servo offers other attractive qualities as well.  The reaction forces created during the 
cutting process are significantly reduced when compared to a more traditional linear servo.  A 
balanced rotary design can essentially eliminate linear reaction forces, leaving only torque 
forces.  Also, it is claimed that rotary servos have higher achievable accelerations, lower cost, 
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and a more compact size than a linear FTS [7].  Finally, heat generation is not an issue for this 
type of drive technique.  
 
Much literature exists on this type of actuation.  Douglass [8] developed a linear slide fast tool 
servo.  It was powered by a large voice coil motor.  The stroke was 500 µm and it has a 100 Hz 
bandwidth.  Greene and Shinstock also developed a linear voice coil based fast tool servo [9].  
This FTS had a very large stroke of 6mm.  However, the bandwidth was only 100 Hz.  Due to 
the low bandwidth and low mass, the dynamic system of the system was so low that the design 
was not feasible for cutting applications.  Todd and Cuttino [10] built a long range FTS with a 
stroke of 1 mm at 20 Hz .  It was driven through a rotary motor through a steel ribbon.  Ludwick 
and Trumper developed a rotary FTS with a bandwidth of 200 Hz, 50 G peak acceleration, and a 
stroke of 30 mm [11].  This servo was driven by a commercial brushless motor and had a 
resolution on the micrometer scale.  Additionally, the use of a balanced rotary design cancelled 
reaction forces. 
 
Although designs using Lorentz force actuators have had success in the past, there are some 
problems associated with this type of drive technique.  The maximum achievable acceleration of 
the motor is severely limited by the heat generated and the magnetic flux density.  The 
acceleration of this type of actuator falls below 100 G’s in the literature.  This value is 
considerably less than the necessary 1000 G’s needed for operation at 10 KHz with a 5 µm 
stroke. 
 
5.3.3  VARIABLE RELUCTANCE 
 
Another design that has been introduced is that of a variable reluctance (electromagnetically 
driven) fast tool servo.  This design is based around an armature that is push-pull driven by two 
high frequency solenoids.  A high bandwidth linear power amplifier powers these solenoids.  
Attached to the armature is a very light moving mass and cutting tool, and position feedback is 
obtained with a capacitance gauge observing the back of the armature.  A general schematic of 
the design is shown below. 
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Figure 6.  A schematic for an electromagnetically driven FTS 
 
Not many researches have focused on variable reluctance actuators, most likely because of the 
inherent non-linearity in such a system.  Gutierrez and Ro [12] developed a magnetically driven 
fast tool servo with a stroke of 800 µm and a bandwidth of 100 Hz.  However, the control 
scheme used to improve the tracking performance had a negative effect on the resolution.  
Currently, Liu et al are developing a prototype with proposed specifications of a 50 µm stroke 
and 20 KHz bandwidth [2]. 
 
There is no doubt that very high accelerations are achievable with the use of electromagnetic 
actuators.  Additionally, no problems with heat generation were described in the literature.  
However, because of the inherent nonlinearity of the actuating force (proportional to the current 
squared, inversely proportional to the air gap squared), the system is very hard to control.  
Another problem with this method is the induced Eddy currents by the high frequency magnetic 
field.  These currents may reduce the force density, limiting the bandwidth.  It is therefore 
necessary to use materials with low conductivity properties in this design.  
 
5.3.4  PIEZOELECTRIC 
 
Piezoelectric materials are those that deform when subjected to an applied voltage and, 
conversely, produce a voltage when subjected to a mechanical stress.  In this way, piezoelectric 
materials are similar to the magnetostrictive materials described earlier.  Because of their high 
stiffness and high achievable bandwidth and acceleration, most FTS’s use piezoelectric 
actuators. 
 
Much research has been done in this area.  Patterson and Magrab designed a FTS with a 2.5 µm 
and 660 Hz bandwidth [13].  The natural frequency of this design was above 1 KHz.  The basis 
of this servo was a moving cylindrical shell that held in line by two diaphragm flexures. 
Rasmussen and Tsao used a piezoelectrically actuated FTS for asymmetric turning purposes 
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[14][15].  The tool was driven with the help of a lever assembly and had a 50 µm stroke and 200 
Hz bandwidth.  Okazaki developed a fast tool servo with 15 µm stroke, 2.5 KHz bandwidth and 
2 nm resolution [16].  A 19 mm long stacked ring piezoelectric actuator was used to achieve a 
primary resonant frequency of 10 KHz. 
 
Piezoelectric actuators do have some undesirable qualities.  One of these is the heat generated 
due to dielectric loss in the material, also known as hysteresis.  Often, a cooling system must be 
implemented to account for this heat generation.  Another problem with piezoelectric actuators is 
that expensive high-voltage amplifiers must be used to drive the system.  However, new 
innovations in the piezoelectric industry include much smaller piezo stack sizes as well as low 
voltage/low heat generation materials.  These discoveries are very promising for the possibility 
of creating a FTS with a much higher bandwidth than before.   
 
5.4 PROPOSED DESIGN 
 
Based on preliminary evaluation of the alternatives, it appears that a piezoelectric actuator will 
best fit this application.  The very small sizes that are available (5 X 5 X 9 mm) as well as the 
development of the low voltage piezo stacks weighed heavily in this decision.  This new type of 
actuator will lead to a compact design in which cooling will likely not be a major issue.  
Additionally, piezoelectric actuators can be controlled through fairly conventional methods, 
unlike an electromagnetically driven system.  A general schematic of one possible design for a 
piezoelectrically actuated system is shown in the figure below. 

 
Figure 7.  General schematic of a possible piezoelectric FTS 
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5.4.1  NATURAL FREQUENCY 
 
For the servo to have a bandwidth of at least 10 KHz, it is imperative that the first natural 
frequency occurs at a much higher value.  Through the use of published material properties and 
estimated values for certain components it is possible to predict the natural frequency of the 
system.  These predictions are shown below for previous projects at the PEC in Table 1.  
Equation 1 (given below) may be used to obtain the theoretical natural frequency.  (Values based 
on published values for PI-885.10 piezoelectric stack). 
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Table 1.  Properties of previous fast tool servos developed at the PEC. 
 Moving Mass (g) Stiffness (N/µm) Theoretical 

Natural 
Frequency (KHz)

Experimental 
Natural 
Frequency (KHz)

FLATS 225 720 9 8 
TARGIT 100 484 11 9.3 
FTSturbo 3 115 31 ??? 
 

This value for the natural frequency of the FTSturbo is considerably higher than the desired 
bandwidth and should be acceptable.  
 
The phase lag associated with operation at 10 KHz for this system is given in Equation 2. 
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Traditional control techniques should be able to compensate for this amount of phase lag. 
 
5.4.2  PEAK FORCE 
 
The maximum force created by the servo motion is an important calculation, as it will be used to 
determine the preload of the piezoelectric actuator.  A preload is important because such 
actuators are not designed to act in tension.  The maximum force (based on 10 KHz operation) is 
given in Equation 3. 
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This force will be multiplied by a safety factor but should not be so large as to be a problem. 
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5.4.3  HEAT GENERATION 
 
It is also important to determine the heat generated by the piezo.  If it produces too much heat, 
another alternative must be used.  However, a cooling system may be developed to account for a 
modest amount of heating.  This calculation is obtained through the use of Equation 4. 
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This is not a huge amount of heat generation.  However, the very small size of the piezoelectric 
stack will mean a considerable rise in temperature.  This temperature change is given by 
Equation 5.  
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The small surface area of the piezoelectric stack will make it difficult to remove the required 
amount of heat with room temperature air.  A cool air convection system or some type of fluid 
cooling system will most likely have to be implemented to control the temperature of the system. 
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5.5  CONCLUSIONS 
 
Research as well as basic calculations show that a piezoelectric actuator will indeed be suitable 
for this application.  This type of material provides a high natural frequency without generating a 
very large amount of heat.  While a foundation has been laid, much work remains to be done.  
Each challenge enumerated above must be carefully considered.  Future work includes plans to 
design the housing and moving sections of the FTS, design and implement a control scheme, and 
create a cooling system, if necessary.  The system will then be rigorously tested under a variety 
of different conditions to assess accuracy.  Final adjustments will be made, and an in depth thesis 
will be written which describes all phases of the project in detail. 
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This research demonstrates that force feedback can be used to predict tool deflection and 
compensate for deflection during the milling operation, reducing susceptibility to uncertainties 
in model parameters and workpiece alignment.  Two specific force feedback approaches are 
presented here: cutting depth prediction (based on a non-dynamic cutting force model) and tool 
deflection prediction (using a non-dynamic model of tool stiffness).  Real-time control algorithms 
incorporating both methods were implemented and evaluated on a high-speed air-bearing 
spindle.  A non-dynamic tool force model developed previously at the Precision Engineering 
Center used measured forces to predict depth of cut.  A separate tool stiffness model was 
developed to predict tool deflections (axial and radial) based on measured forces.  Experiments 
involving machined grooves in hard steel workpieces, including simple slotting cuts and three-
dimensional finishing operations, were conducted at various tool tilt angles to evaluate the 
effectiveness of force feedback control.  Results indicate that profile errors can be reduced up to 
80% compared to non-compensated cases.  These results confirm that real-time force feedback 
control can significantly improve the dimensional tolerance and accuracy of injection molds 
created using miniature ball end mills. 
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6.1   INTRODUCTION 
 
Injection molding is an important manufacturing process for optical and mechanical components. 
The hard steel dies used in this process play a direct role in the quality of molded parts. 
Traditionally, fabricating these dies involved rough milling followed by heat treatment, grinding, 
and polishing to the desired shape. Recently, high-speed machining of heat-treated steel 
(hardness > 55 Rc) has become a viable approach for reducing fabrication times while retaining 
the necessary shape control.  However, as feature sizes drop below 1 mm with dimensional 
tolerances on the order of 10 µm, tool deflection can create significant errors in the shape of 
mold surfaces.  Deflections associated with miniature ball end tools can exceed 30 µm, rendering 
finished dies out of tolerance. 
 
To date, most of the research associated with milling tool deflection compensation has involved 
open-loop techniques that use non-dynamic models of the cutting process to modify the desired 
tool path prior to cutting [3, 4, 5, 6, 7].  Research conducted at NCSU’s Precision Engineering 
Center (PEC) resulted in open-loop correction techniques for tool deflection of miniature ball 
end mills [2].  This effort used a non-dynamic tool force model developed for diamond turning 
and modified it for ball end milling. These modeled cutting forces were used to predict tool 
deflections for specified machining conditions, and to modify the tool path before cutting.  The 
specified tool path, together with a CAD model of the workpiece surface, were used to determine 
the depth of cut, feed rate, and normal cutting force vector. This information was then used to 
predict the magnitude and direction of cutting forces and tool deflections, which were used to 
modify the tool path off-line (prior to cutting).  Form errors were reduced from 50 µm to less 
than 10 µm with accurate knowledge of the cutting conditions and parameters. 
 
Despite the promising results obtained from off-line tool deflection prediction and open-loop 
compensation, these methods rely on accurate models of the cutting process and cannot adapt to 
changes in model parameters, disturbances in the cutting process, or uncertainties associated with 
workpiece alignment.  Thus, open-loop compensation results are only as accurate as the assumed 
model parameters and workpiece characteristics.  For example, a worn tool may have wearland 
and radius dimensions different than expected or the workpiece may be inaccurately positioned, 
resulting in cutting depths that are larger or smaller than expected.  Critical model parameters 
such as tool wearland, workpiece material properties, and instantaneous spindle speed are 
difficult to estimate, and may change dramatically during milling. 
 
This report demonstrates that force feedback can be used to predict tool deflection and 
compensate for deflection during the milling operation, reducing susceptibility to uncertainties in 
model parameters and workpiece alignment.  Two specific force feedback approaches are 
presented here: cutting depth prediction (based on a non-dynamic cutting force model) and tool 
deflection prediction (based on a non-dynamic model of tool stiffness).  Real-time control 
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algorithms incorporating both methods were implemented and evaluated on a high-speed air 
bearing spindle.  A non-dynamic tool force model developed previously at the PEC used 
measured forces to predict depth of cut.  A separate tool stiffness model was developed to predict 
tool deflections (axial and radial) based on measured forces.  Experiments involving machined 
grooves in hard steel workpieces, including simple slotting cuts and three-dimensional finishing 
operations, were conducted at various tool tilt angles to evaluate the effectiveness of force 
feedback control.  Results indicate that profile errors can be reduced up to 80% compared to non-
compensated cases.  These results confirm that real-time force feedback control can significantly 
improve the dimensional tolerance and accuracy of injection molds created using miniature ball 
end mills. 
 
6.2   MODELING TOOL FORCES AND DEFLECTIONS 
 
The tool force model developed by Clayton [12] can be used to calculate cutting and thrust 
forces during milling operations.  Inputs to this model include material properties and friction at 
the rake and flank faces of the tool. Tool geometry and cutting conditions are used to find the 
cross-sectional area of the chip and the area of contact between the flank face of the tool and the 
workpiece. The model can be expressed: 
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where: 
 

Fc = cutting force µ = friction coefficient on the rake face 
Ft = thrust force W = volumetric work 
Ac

* = cross-sectional area of the chip  φ = shear angle in the workpiece 
Af *= area of the tool flank face E = Young’s modulus of the workpiece 
µf = friction coefficient on the flank face ∗ 

 
These forces rotate with the flank face of the milling tool, but can be readily converted to 
orthogonal forces (in the x, y, and z machine directions) for comparison to experimental 
measurements using the three-axis load cell.  
  
 
 
 

                                                 
∗parameter is a function of depth, d, and feedrate 

 80



6.2.1 MEASURED TOOL FORCES 
 
Preliminary cutting experiments were conducted on a Nanoform 600 Diamond Turning Machine 
(DTM) (Figure 1) to validate the tool force Equations (1) and (2). Cutting forces were measured 
using a Kistler three-axis piezoelectric load cell, shown in Figure 2.  This load cell was mounted 
below the workpiece on the x-axis of the diamond turning machine, while the high-speed spindle 
was mounted on the y-axis slideway (Figure 1). Experimental results for an S-7 steel workpiece 
machined at a spindle speed of 10,000 rpm, a feed rate of 100 mm/min, a tool tilt of 25 degrees 
with respect to the z-axis, and a cutting depth of 100 µm, are presented in Figure 3. 
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Figure 1: Nanoform DTM machine and setup 

 

 

Figure 2: Workpiece mounted on three-
axis piezoelectric load cell 
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Figure 3: Measured and predicted orthogonal 

cutting forces: 25 degree tool tilt 

This plot compares modeled cutting forces 
with measured cutting forces for a single 
revolution of the tool.  The z-component of 
force in Figure 3 is dominated by thrust force 
(2).  The x and y force components are 
influenced more by cutting force (1), which 
rotates in the plane of the workpiece and 
changes from an x-direction force to a y-
direction force every quarter rotation of the 
tool. 
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6.2.2 TOOL STIFFNESS AND DEFLECTION 
 
The long shank, ball end milling tools used in this research have a 4.0 mm shank with a 0.8 mm 
ball diameter end.  When used to fabricate free-form surfaces, the tool can be loaded in the axial 
direction, the radial direction, or both. The tool stiffness is significantly lower in the radial 
direction (Table 1), therefore regions of a machined surface where the tool is loaded primarily in 
the radial direction will be subject to large tool deflections and form errors.  
 

 
Axial Stiffness (N/m) 1421000
Radial Stiffness (N/m) 98930
25 degree Tilt Stiffness - Calculated (N/m) 419565
25 degree Tilt Stiffness - Measured (N/m) 455120  

 

 

 

 

For most of the experiments presented in this section, the tool was tilted at a 25 degree angle 
with respect to the z-axis to emphasize the effects of tool deflection.  For arbitrary cutting 
conditions, the tool stiffness in the direction orthogonal to the workpiece (normal tool stiffness 
kn) can be determined by the experimentally validated expression: 

ra

n
n

n

kk

kF
φφδ 22 sincos

1

+
==                                                (3) 

where: 
δn = normal tool deflection kr = radial tool stiffness 
Fn = normal tool force φ = tool tilt angle 
ka = axial tool stiffness  

 

6.3   CLOSED-LOOP COMPENSATION OF TOOL DEFLECTION 
 
Real-time force feedback can be used to 
predict and compensate for tool 
deflection during milling operations, 
reducing susceptibility to uncertainties 
in the model parameters and workpiece 
alignment.  Two specific force 
feedback approaches are presented 
here: cutting depth prediction (based on 
a non-dynamic cutting force model) and 
tool deflection prediction (using a non-
dynamic model of tool stiffness).  
Figure 4 illustrates the effect that tool 
Figure 4: Tool deflection with desired and actual 
depth 
Table 1: Measured and computed stiffness values for long shank, ball end tools
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deflection has on a groove profile.  The tool tip is programmed to follow a desired path.  
However, due to deflection the tool tip, the tool actually creates a depth of cut less than desired 
(labeled “actual depth” in the figure).  The shaded area in this figure represents material not 
removed due to tool deflection. 
 
6.3.1 CUTTING DEPTH PREDICTION 
 
Figure 5 shows a block diagram for the 
cutting depth prediction control 
algorithm.  The concept behind this 
algorithm is straightforward: start with 
a desired tool path, measure real-time 
cutting force, use cutting conditions and 
a non-dynamic force model to predict 
the instantaneous depth of cut, and then 
calculate an error equal to desired depth 
minus predicted depth.  Once this error 
is known a motion program either holds 
z-axis position (depth of cut), advances z-axis position, or reduces z-axis position.  The error 
calculated by the PID control algorithm is: 
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Figure 5: Diagram of predicted depth algorithm 
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Using the validated cutting force model, cutting depth can accurately be predicted based on 
cutting conditions.  This predicted cutting depth ( )ψ,ˆ Fx  is a function of the cutting force model 
that includes 14 cutting parameters ψ.  In this way the system can correct for errors associated 
with tool deflection and misalignment of the workpiece. 
 
Advantages of Cutting Depth Prediction 
 
 Precise alignment of the workpiece with respect to the axes of the machine is not necessary 

as this method uses only force feedback in the control algorithm without reference to 
machine axes 

 The created profile is referenced to the workpiece surface; therefore precise knowledge of the 
workpiece surface before cutting is not necessary 

 Cutting parameters required by the cutting force model (spindle speed, feed rate, material 
properties, etc.) are not difficult to determine 
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Disadvantages to Cutting Depth Prediction 
 
 Wearland of the tool is difficult to measure and changes during machining 
 Because it relies solely on force feedback to predict cutting depth, stability is a major concern 

for this control algorithm.  During tool breaks and interruption of cuts, the instantaneous 
force goes to zero and thus the predicted depth of cut is zero.  If the desired depth of cut is 
not zero, a large error exists in the control algorithm, resulting in large corrective federates 
and possible tool breakage and damage to the machine. 

 Implementation and changes from encoder feedback to strictly force feedback is difficult 
because of the disadvantages listed above.  To implement force feedback, both desired depth 
of cut and predicted depth of cut need to be approximately the same value, otherwise large 
errors can appear in the control algorithm. 

 The algorithm is sensitive to drift and electrical noise in the load cell 
 
6.3.2 TOOL DEFLECTION PREDICTION 
 
A block diagram of the control 
algorithm predicting deflection 
using a model of tool stiffness is 
shown in Figure 6.  The concept 
behind this algorithm is 
straightforward: start with a 
desired tool path, measure real-
time cutting force, use the tool 
stiffness model and measured 
force to predict tool deflection, 
calculate an error equal to 
desired position minus DTM 
encoder position plus predicted deflection.  Once this error has been calculated, PID control 
either holds position, moves further into the workpiece in the z-direction increasing the depth of 
cut, or moves out from the workpiece decreasing the depth of cut.  With a validated stiffness 
model, deflection can accurately be predicted based on tool stiffness and a measured real time 
cutting force.  In this way the system uses real-time force feedback to correct for errors 
associated with tool deflection and uses encoder feedback to maintain tool path stability.  Error 
calculated by the PID control algorithm is: 

PMAC Controller Nanoform 600 DTM
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Figure 6: Diagram of predicted deflection algorithm 
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Advantages to Deflection Prediction 
 
 Wearland, spindle speed, feed rate, material properties, and depth are no longer required 

inputs to the cutting force model 
 Deflection is dependent only on tool stiffness (which is a function tilt angle) 
 Tool stiffness is easily calculated from measurements of axial and radial tool stiffness 
 Encoder feedback ensures stable and reliable execution because it is a continuous, additional 

feedback mechanism.  If cutting force goes to zero, the predicted deflection equals zero and 
the machine operates as if there was no force feedback in the control algorithm 

 Load cell noise and drift are still critical to machining stability and accuracy, however, they 
affect predicted deflection only (which is typically of a smaller magnitude than DTM 
encoder position) 

 
Disadvantages to Deflection Prediction 
 
 Workpiece alignment with respect to the machine axes plays a direct result on the completed 

cut profile 
 
 
6.4   EXPERIMENTAL IMPLEMENTATION 
 
All experiments were conducted using a Nanoform 600 DTM with 3 orthogonal linear axes and a 
high-speed milling spindle (Figure 1). The spindle is a Westwind air bearing, turbine unit with a 
maximum speed of 60,000 rpm. The cutting tools are two-flute, long shank, ball end milling 
cutters with a diameter of 0.8 mm and a length of 4 mm.  A Kistler three-axis piezoelectric load 
cell supports the workpiece, and is used to measure the tool forces in real-time.  A Delta Tau 
Programmable Multi-Axis Controller (PMAC) system collects data from the load cell in real 
time, controls the DTM milling machine, computes the corrected slide command, and 
incorporates constant feedback for all three axes.  
 
Originally, implementation of force feedback algorithms involved taking a desired profile and 
breaking it into a large number of incremental steps.  Thus a cut might be broken down into 
thousands of increments each spanning tens of micrometers depending on the desired resolution 
and groove profile.  Each increment was programmed as a separate line in a PMAC motion 
program.  This approach, however, required relatively high federates and resulted in excessive 
accelerations that were prohibited by PMAC limits.   
 
Real-time implementation of force feedback algorithms was accomplished using a custom 
motion program, written in machine g-code, which performed the following functions: 
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• read axis encoders 
• calculate desired tool path 
• calculate tracking error 
• acquire force measurements 
• filter force measurements 
• calculate predicted cutting depth/tool deflection 
• compensate for error in depth/deflection 
• output control voltage to each axis servomotor 

 

The PMAC was setup such that all three DTM axes were in a “dwell state”, allowing the motion 
program to completely determine the voltage commands for each axis servo.  Each of the three 
axes was controlled using custom digital proportional+integral+derivative (PID) algorithms.  To 
ensure real-time execution, a 
dSPACE 1102 data acquisition 
(DAQ) system was used in 
conjunction with the PMAC.  This 
system acquired the x, y, and z-
component tool forces at a sampling 
rate of 10,000 Hz.  It also filtered the 
force data, captured the maximum 
force, and calculated either the 
predicted cutting depth or predicted 
tool deflection.  This prediction was 
then transferred as an analog signal to 
the PMAC for axis control. Figure 7 
shows a functional diagram of the 
real-time signal processing performed 
on the dSPACE 1102 system.   

 
6.4.1 MAXIMUM FORCE IDENTIFIC
 
The success of both force feedback 
identification of the maximum cutting
however, by the fact that cutting forces 
negative) to a maximum value at twice th
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Figure 7: Diagram of dSPACE peak and hold 

algorithm 
ATION 

approaches depended heavily on accurate, real-time 
 force.  This identification process was complicated, 
vary from a minimum value (which can be zero or even 
e rotational speed of the tool (Figure 8).   
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A “maximum force identification” 
algorithm was programmed using 
Simulink software and implemented on 
the dSPACE 1102 system.  First, the 
cutting force data was filtered using a 
5th order Butterworth low-pass filter 
with a 400 Hz cutoff frequency to 
eliminate noise above the spindle 
frequency (333 Hz). Next, a Simulink 
“maximum capture” function identified 
the peak force per spindle rotation. This 
maximum force was reset every two 
rotations of the tool based on a trigger 
pulse is acquired from the spindle. 
Figure 8 shows measured cutting force 
and maximum force identified using this a
100 mm/min, spindle speed = 10,000 rpm,

 

 
Because the dSPACE system processed 
measurements were acquired per rotation 
improved the accuracy of the maxi
implementation of the deflection compensa
 
6.4.2 DEFLECTION COMPENSATION
 
Once the maximum cutting force was ide
deflection was calculated (depending on w
value was transferred to the PMAC motio
program, a first-order digital filter was im
deflection.  Since the maximum force was
this predicted value occurred from one
destabilizing effects on the axes controller
improved the robustness and performance 
 
6.5   EXPERIMENTAL EVALUAT
 
To evaluate the effectiveness of the f
extensive series of machining experiments
profiles were machined in S-7 tool steel s
load cell (Figure 2).  The workpiece was 
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Figure 8: Experimental cutting force measurements
and identified maximum force 
lgorithm from a typical cutting experiment (feedrate = 
 depth = 70 µm). 

cutting data at 10,000 Hz, no fewer than 60 force 
of the tool (30 per tooth).  Sampling at this frequency 
mum force identification, and enabled effective 
tion algorithms. 

 

ntified, the predicted cutting depth or predicted tool 
hich compensation algorithm was selected), and this 

n program as an analog signal.  In the PMAC motion 
plemented to filter the predicted cutting depth or tool 
 reset every two rotations of the tool, step changes in 
 revolution to the next.  These step changes had 
s, but the low-pass filter reduced abrupt variations and 
of both compensation algorithms.   

IONS 

orce feedback deflection compensation algorithms, 
 were conducted on the Nanoform 600 DTM.  Groove 
amples (hardness > 55 Rc) mounted to the three-axis 
aligned with the axes of the Nanoform and cuts were 
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made along the x-axis (left to right) with the tool tilted at 25 degrees from the z-axis to 
emphasize the effects of tool deflection.  The following sections detail these experimental 
evaluations. 
 
6.5.1 LINEAR SLOTTING CUT EXPERIMENTS 
 
Slotting cuts with linearly varying depth were made with and without compensation to evaluate 
the performance of real-time deflection compensation.  Slots spanning 20 mm and 0-80 µm in 
depth were programmed, using a spindle speed of 10,000 rpm and a feed rate of 100 mm/min.  
This spindle speed was determined to be the minimum speed that provided adequate torque to 
make cuts in tool steel, and the feedrate was chosen to give a chip load of 5 µm/flute (which is 
on the order of the wearland of the tools and is acceptable machining conditions).  The tool tilt 
angle, 25 degrees, was chosen to emphasize the effects of tool deflection. 
 
Predicted Depth Compensation 
 
Typical results for closed-loop compensation using predicted cutting depth and a non-dynamic 
cutting force model are shown in Figure 9, with the upper plot representing the uncompensated 
cutting profile, the middle plot representing the compensated profile, and the lower plot 
representing the desired profile.  These profiles were measured using a Talysurf profilometer. 
 
Profile errors were not significantly improved at the start of the groove, as both the compensated 
and uncompensated cases reveal similar errors (approximately 0-6 µm) for the first 8 mm of 
cutting.  From this point forward, however, predicted depth compensation significantly reduced  
profile errors and produced more 
desirable results.  Maximum error in the 
compensated groove is on the order of 8 
µm (at a horizontal location of 8 mm), 
while maximum error (deflection) in the 
uncompensated groove reaches a 
maximum of 14 µm at a location of 18 
mm.  This equates to a 43% reduction in 
groove profile error. 

-100

-80

-60

-40

-20

0

20

0 5 10 15 20

x Position (mm)

z 
Po

si
tio

n  
(µ

m
)

Uncompensated profile
Compensated profile (predicted cutting depth)
Desired profile

Uncompensated

Compensated

Desired

 
There are several reasons for this lack of 
error reduction at the start of the groove.  
One involves implementation issues 
associated with the Nanoform 600 DTM.  
When transitioning from encoder 
feedback to force feedback, measurable 

Figure 9: Experimental profile measurements: 
predicted depth compensation, linear slotting cut 
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force needs to exist for cutting depth prediction to prevent a tool crash into the workpiece.  
Therefore, this method of compensation must be implemented after the tool begins to impart a 
force on the workpiece.  A rotating tool is incremented toward the workpiece until a small force 
(on the order of 0.1 N) is measured.  The axes are disabled and then the mode of machine 
operation is changed from encoder feedback to depth prediction compensation (force feedback).  
The axes are enabled, and the experiment begins.  Initially, the desired cutting depth is zero.  
However, there is a measurable force, thus the predicted cutting depth is greater than zero.  As a 
result, the control algorithm commands an initial move away from the workpiece, resulting in 
significant profile errors at the start of the groove. 
 
Another source of error in the compensated profile involves the theoretical cutting depth vs. 
normal cutting force relationship, which has a very small slope at small cutting depths, making it 
difficult to measure forces at this operating condition due to their intermittent behavior.  Thus, a 
small change in depth has a large effect on the force and limits this method’s accuracy.  As the 
depth increases, the forces become less intermittent (more consistent), resulting in more accurate 
predictions of cutting depth. 
 
It should be noted that the results shown in Figure 9 represent the only acceptable results out of 
approximately 35 experiments conducted using this method of compensation.  As a result, the 
second method of compensation using deflection was investigated to a much greater extent. 
 
 
Predicted Deflection Compensation 
 
Next, the predicted deflection compensation method (6) was compared to uncompensated 
machining.  A typical set of results is 
shown in Figure 10, with the upper plot 
representing the uncompensated cutting 
profile, the middle plot representing the 
compensated profile, and the lower plot 
representing the desired profile.  
 
Profile errors were significantly and 
consistently improved throughout the 
cutting experiment.  Maximum profile 
errors with predicted deflection 
compensation are approximately 4 µm, 
compared to 21 µm with the 
uncompensated cut.  This equates to an 
80% reduction in groove profile error.  In 
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Figure 10: Experimental profile measurements: 

predicted deflection compensation, linear slot cut 
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contrast to the predicted depth compensation, errors are initially small and remain small 
throughout the experiment (between +4 µm and 0 µm), resulting in depth error at the end of the 
groove of -2 µm. 

 

6.5.2 MODIFIED SINUSOIDAL SLOTTING CUT EXPERIMENTS 
 
Slotting cuts with harmonically varying depth were also made with and without predicted 
deflection compensation to evaluate the performance of this approach.  Trials were not 
conducted using predicted depth compensation due to problems with initial transients leading to 
tool breakage.  Grooves spanning 20 mm with a two-period modified sinusoidal profile and peak 
depth of 80 µm were programmed, using a spindle speed of 10,000 rpm and a feed rate of 100 
mm/min with the long tool.  The resulting sine wave frequency was 1.05 Hz.  As before, groove 
profiles were measured on the Talysurf profilometer. 
 
A typical set of results is shown in 
Figure 11, with the upper plot 
representing the uncompensated cutting 
profile, the middle plot representing the 
compensated profile, and the lower plot 
representing the desired profile.  Error 
in the groove profile is significantly 
improved throughout and the results 
show that this method of compensation 
reduced the form error from a maximum 
of 27 µm to 13 µm.  This is a 52% 
reduction in error.  It can be seen that 
groove profile error at the start as well 
as during the groove cut is bound 
between +14 µm and –1 µm.  
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Figure 11: Experimental profile measurements: 
predicted deflection compensation, two period 

sinusoidal slotting cut 

 
Profile errors in all experiments result from many different sources.  Capturing the maximum 
cutting forces and filtering these forces both make significant impacts on the profile created.  
Also, there are significant transient responses in the DTM axes that create variations in the 
modified sine wave cuts.  Another source of error involves interpretation of the data measured on 
the Talysurf profilometer.  These and other error sources are discussed in greater detail in 
Section 6.5.5. 
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6.5.3 REPEATABILITY EXPERIMENTS 
 
To evaluate the repeatability of the force feedback deflection compensation results of Figures 9-
11, each of these cutting experiments was repeated with different tools.  Closed-loop cutting tests 
were conducted with one tool, then repeated with a different tool on the same workpiece in a 
different location.  The workpiece was not removed from the DTM fixture from one experiment 
to the next to eliminate misalignment errors.   

 
Linear Slotting Cut Experiments 
 
A typical set of repeatability results is shown in Figure 12, with the upper plot representing the 
compensated profile errors for Tool 1, 
and the lower plot representing the 
compensated profile errors for Tool 2.    
Although these results indicate excellent 
repeatability, profile errors associated 
with Tool 1 are less than those associated 
with Tool 2.  These variations can be 
attributed to differences in the workpiece 
surface before cutting, as well as, 
differences in tool stiffness and flute wear 
from one tool to the next. 
 
 
As stated previously, the workpiece was 
not removed from the DTM fixture 
between cutting tests.  However, 
“touching off” the surface of the part was 
necessary in each case, possibly introducing errors into the experiment.  It is not likely that the 
precise surface location was found with the same accuracy each time, resulting in profile errors 
from one tool to the next that could not be determined from a Talysurf measurement only.  This 
“touching off” the workpiece surface is a procedure where a rotating tool was incremented 1 µm 
in the z-direction toward the workpiece surface while measuring z-force on the load cell.  
Incremental movements were continued until a force of approximately 0.1 N was seen.  At this 
point it was determined that the surface of the workpiece was found. 
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Two-Period Modified Sinusoidal Profile 
 
Another typical set of results is shown in Figure 13, with the upper plot representing the 
compensated profile errors for Tool 1, 
and the lower plot representing the 
compensated profile errors for Tool 2.  
This experiment reveals that the 
correspondence between both 
experiments with the same compensation 
algorithm and cutting parameters is good.  
There is some error at the end of the 
groove profile for Tool 1 that is not seen 
for Tool 2.  The reason for this is not 
clear however, as all parameters are the 
same and the part was not realigned 
between each experiment. 
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6.5.4 INVESTIGATING PROFILE ERRORS IN SMALL GROOVE CUTTING 

EXPERIMENTS 
 
The causes of profile errors in the small groove experiments are difficult to determine 
exclusively from Talysurf measurements.  To investigate the effects of controller inputs on 
groove profiles, cuts were made while the following variables and parameters were measured: 
 

• unfiltered cutting force 
• filtered cutting force 
• identified maximum cutting force 
• encoder position 
• filtered tool deflection 
• PID compensation errors  
• workpiece surface before cutting 

 
Groove profile measurements were made and compared statistically with these acquired 
measurements.  To make these statistical comparisons, cross-correlation coefficients were 
computed between each gathered variable and the measured groove profiles. 
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Uncompensated Linear Slotting Cut: Cross-correlations 
 
An uncompensated linear slotting cut was made as outlined in Section 6.5.1, and the variables 
highlighted on page 94 were acquired during cutting.  For this uncompensated experiment, the 
correlations between cutting force to groove profile and controller variables to groove profile are 
easily separated, as encoder position is the only feedback variable (cutting force is measured but 
not used in the algorithm).   Therefore, 
the effects of controller variables and 
cutting force on groove profile 
measurements should be apparent, as 
should the relationship between each.  
Figure 14 shows the filtered cutting force 
and maximum capture force for this 
uncompensated experiment.  The 
resulting profile measurement is shown in 
Figure 15, where the maximum cutting 
force appears to be strongly correlated to 
this profile.  Comparing Figure 14 to 
Figure 15 reveals similar irregularities at 
approximately 3 mm, 11 mm, and 20 
mm.  Thus it is expected that the 
maximum cutting force and groove 
profile should have a strong correlation.   

25

 

 

The workpiece surface profile before cutting
irregularities as well, and could possibly p
This figure reveals a significant variation in 
to have an effect on cutting force.  Therefore
workpiece surface profiles, and measured g
validate these expectations, a cross-correlatio
results presented in Table 2. 
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Figure 14: Experimental force measurements:
filtered and captured maximum cutting force, 

uncompensated linear slotting cut 
 is shown in Figure 16.  This surface appears to have 
lay an important role in the groove profile created.  
workpiece surface between 3 and 4 mm that appears 
, is seems likely that cutting forces are dependent on 
roove profiles are dependent on cutting forces. To 
n analysis was performed on the acquired data, with 
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measurement: uncompensated linear slot cut

 
 
 
 
 
 
 
 
 
 
 
 
 
The variables with the strongest 
correlation coefficients are PMAC z-
axis encoder position (-0.9989), PMAC 
filtered tool deflection (-0.9693), and 
dSPACE captured maximum force (-
0.8634).  The strong correlation 
between PMAC encoder position and 
groove profile is expected; it implies 
that the tool tip is following axes 
movement and creating the profile 
measured on the Talysurf.  There is also 
a strong cross-correlation between 
PMAC tool deflection and dSPACE 
captured maximum force with 
measured groove profile, so it can be concluded that the maximum force during machining has a 
strong relationship with groove profile created. 

Table 2: Cross-correlation coefficients for uncompensated 
linear slotting cut 

 
Control
Variable

Cross-correlation
coefficient

Unfiltered cutting force (dSPACE) -0.4808
Filtered cutting force (dSPACE) -0.5134
Captured maximum force (dSPACE) -0.8634
Filtered tool deflection (PMAC) -0.9693
Z-axis encoder position (PMAC) -0.9989
Proportional error (PMAC) 0.1881
Integral error (PMAC) -0.2892
Derivative error (PMAC) 0.0612
Servo voltage (PMAC) 0.0499
Workpiece surface before cutting -0.2097

 

Compensated Linear Slotting Cut: Cross-correlations 
 
A linear slotting cut was then made using the deflection compensation algorithm and the same 
cutting conditions outlined in Section 6.5.1.  The variables highlighted in Section 6.5.4 were 
again acquired during cutting.  In this experiment, the correlations between cutting force to 
groove profile are related, as the control algorithm includes force feedback.    Figure 17 shows 
the filtered cutting force and the capture maximum force for the compensated experiment.  The 
resulting  
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Figure 17: Experimental force 
measurements: Butterworth and maximum 
force capture, compensated linear slot cut 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
groove profile is shown in Figure 18.  It can be 
seen that the maximum cutting force appears to 
be correlated to the groove profile.  Comparing 
Figure 17 to Figure 18 at approximately 3 mm 
shows that both profiles have similar 
irregularities.  A similar irregularity occurs at 11 
mm and again near the end of the groove.  Thus 
it is expected that the maximum cutting force and 
groove profile should have a strong correlation, 
and this is validated in the correlation 
coefficients presented below (Table 3). 
 
The variables with the strongest correlation to 
groove profile are the same as in the 
uncompensated case: PMAC z-axis encoder 
position (-0.9989), PMAC filtered tool deflection 
force (-0.8634).  The strong cross-correlation betw
expected, and implies that the tool tip is again follow
in measured groove profiles.   
 
Because of the high cross-correlation between PM
maximum force with groove profile, and the direc
controlling the DTM axes, improvements to the pea
profiles with less error and reduced variance.   
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Figure 18: Experimental profile 
measurement: compensated linear slotting 

cut 
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een encoder position and groove profile is 
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t feedback of cutting force in the algorithm 
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Control
Variable

Cross-correlation 
coefficient

Unfiltered cutting force (dSPACE) -0.4623
Filtered cutting force (dSPACE) -0.4936
Captured maximum force (dSPACE) -0.8569
Filtered tool deflection (PMAC) -0.9707
Z-axis encoder position (PMAC) -0.9989
Proportional error (PMAC) 0.183
Integral error (PMAC) -0.3003
Derivative error (PMAC) 0.0415
Servo voltage (PMAC) 0.0235
Workpiece surface before cutting -0.2299  

 
 

 

 

 
 
 

 
 
6.5.5 ERROR SOURCES IN SMALL GROOVE CUTTING 
 
The investigation of cross-correlation between different machining variables and resulting 
groove profiles for small groove experiments led to several important results.  As discussed in 
the last section, dSPACE captured maximum force and PMAC filtered tool deflection have the 
strongest relationships with groove profile.  This suggests that, for closed-loop machining, 
removing variations and inaccuracies in peak cutting force results in reduced tool deflection 
variations and therefore smoother and more accurate groove profiles.  Other sources of profile 
error were identified in these experiments, however, and are addressed in the following sections. 
 
Talysurf Profile Measurement Errors 
 
One source of profile error involves Talysurf 
measurement processing and comparison to 
desired profiles.  This error should not be 
confused with workpiece alignment error, 
which occur while taking Talysurf 
measurements.  Instead it involves interpreting 
the measured profiles.  Figure 19 shows three 
groove measurements made on the Talysurf. 
 
These three profile measurements were made 
on the same groove.  For each measurement, 
the workpiece was removed from the Talysurf 
stage, repositioned and to the Talysurf axis.  
Figure 19 shows that measurements 2 and 3 
measurement 1 is considerably shifted with respe
result of data interpretation after making a Talys
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Table 3: Cross-correlation coefficients for compensated
linear slotting cut 
are well aligned (left to right).  However, 
ct to the other two.  This alignment error is a 
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process.  Misalignments in measured data are difficult to separate from error introduced through 
compensation technique. 
 
This misalignment problem arises from the fact that it is difficult to determine exactly where a 
groove begins and ends. Thus, the proper relationship between desired groove profile and 
measured groove profile from Talysurf data is difficult to determine.  Small variations in 
alignment of the measured groove profile with respect to the desired can result in drastically 
different measurements of the error.  All such errors are interpreted as performance limitations of 
the compensation algorithm, when in fact they result from misalignment of the measured groove 
profile to desired profile. 
 
Another source of error related to processing and interpreting Talysurf profile measurements 
involves workpiece tilt.  Following each measurement, a linear regression is performed to 
remove “workpiece tilt” from data.  This regression is performed separately for each 
experimental groove, thus points used from one groove to the next are different and could lead to 
differences in measurement.  Figure 20 shows profile measurement data with (modified profile) 
and without (unmodified profile) 
workpiece tilt removed.  Figure 20 
shows that before removing workpiece 
tilt from the data, the unmodifed profile 
starts at –10 µm and ends at 10 µm.  
This effect results from the Talysurf 
stage or the workpiece surface being 
misaligned with the Talysurf probe tip 
axis.  By removing this tilt from the data, 
the measurement can be compared to 
desired profile that starts at 0 µm deep 
and ends at 80 µm.   
 
The highlighted regions on the 
unmodified profile show the portions of 
the measurement used (by the linear 
regression) to remove workpiece tilt.  
Clearly the selection of reference points use
the comparison to desired profiles. 
 
Transient Response of the DTM Ax
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Figure 20: Removing workpiece tilt from Talysurf 
profile measurement data 
d in the regression process could lead to variations in 

es 

ove experiments have inherent transient response 
rformance.  These transient responses would typically 
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be neglected in experiments with limited travel and federates.  However, in experiments where 
the z-axis travel is on the order of 100 µm with feedrates of 100 mm/min, the z-axis transient 
response has an effect on groove profile created.  Figure 21 shows the transient 
response of the z-axis (without cutting) tracking a linear groove profile.  At the start of motion, 
the z-axis has a small transient characteristic, an undershoot, where the axis actually moves 
backwards and then along the correct path.  This transient effect is more evident in the two-
period modified sinudoidal profile. 
 
Similar undershoots are evident at the 
start of the groove and upon changes in 
direction at approximately 3, 6, and 9 
seconds.  Ultimately, these undershoots 
appear as groove profile errors and due 
to the limited bandwidth of the DTM, 
they are difficult to remove.  Each DTM 
axis weighs approximately 500 pounds, 
thus controlling transients requires very 
large actuation forces and torques.   As 
stated previously, the DTM is a high-
precision machine not designed for 
rapid changes in cutting direction.  
Although this machine performs well 
when moving in straight lines at 
constant velocities, it is expected to 
have transient response problems when ma
waves, etc.).  
 
6.5.6 LARGE GROOVE EXPERIMENT
 
The experimental slotting cut results pres
accurately predicts tool deflections, as 
deflection compensation was within 20% o
 
These cutting experiments were conducte
However, the situation for most machining
tilt angles as well as varying depths of cut
effective for more general machining, mo
conducted.  The goal of these experiments
the ball end mill vary in direction and m
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Figure 21: Transient response of z-axis to a linear 
groove profile (non-cutting) 
king cuts requiring direction reversals (modified sine 

S 

ented here indicate that the tool stiffness model (6) 
every profile measurement created with predicted 
f the desired profile. 

d using a fixed tool tilt and varying depths of cut.  
 operations is more complicated and involves varying 
.  To verify that predicted deflection compensation is 
re comprehensive “large groove” experiments were 

 was to create surfaces in which the cutting forces on 
agnitude during machining.  These experiments also 
 the plane of the workpiece surface.   
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These “large groove” experiments 
involved fabricating a 0.5 mm deep groove 
in a test specimen using a 3.0 mm ball end 
mill and enlarging the groove by 100 µm 
using a 0.8 mm ball end mill.  Figure 22 is 
a schematic of the large groove 
experimental setup, where finishing cuts 
were made in the +y direction (bottom to 
top). The sweep angle (γ) was defined to 
be the angle between the vertical direction 
and the normal surface vector at the point 
of interest (as defined in Figure 23).  The 
sweep angle range for these experiments 
was approximately ± 51°, and the desired 

x

y

z

Figure 22: Large groove experimental setup 
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Figure 23: Cross sectional sketch of
the tool path and thrust force for large
groove experiment (where Ft = thrust
force and γ = sweep angle) 
 

depth of cut was 100 µm.  The spindle speed was 10,000 rpm, the feedrate was 50 mm/min, and 
the cross feed was 25 µm/pass.  The magnitude and direction of cutting forces during machining 
depended on the depth of cut as well as the sweep angle.  The thrust force was assumed to start 
out primarily as an axial force and end primarily as a radial force.  This change in tool force 
direction is illustrated in Figure 23, where the tool sweeps along the workpiece from left to right.  
This change in force direction has a dramatic effect on the deflection of the tool during  
machining due to the significant difference in axial and radial tool stiffness.   
 
The air bearing spindle of the Nanoform 600 DTM has very limited torque at operating speeds 
below 60,000 rpm.  However, the DTM’s y-axis has a limited feedrate capability, requiring low 
spindle speeds to achieve proper chip removal per revolution.  Proper chip removal is defined as 
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a feed per tool revolution on the order of the wearland.  For these reasons, single-pass rough 
grooves were machined on a HAAS VF-1 CNC machine using a 3.0 mm ball end tool.  Figure 24 
shows the resulting groove profile error for a single rough pass groove from the desired radius of 
1.5 mm. 
 
Subsequent finishing passes were performed 
on the Nanoform DTM using a 0.8 mm ball 
end tool, requiring accurate alignment of the 
workpiece with the x, y, and z axes.  
Finishing passes were made with and without 
compensation.  Since the tool was oriented 
with the z-axis of the machine as shown in 
Figure 22 (zero tool tilt), deflection in the 
axial direction was assumed negligible to that 
in the radial direction.  Hence compensation 
was implemented in the x-direction only.  It 
was also assumed that the x-direction forces 
caused only radial deflections and the z-
direction forces caused only axial deflections 
of the tool.  Therefore, in the “large groove” experiments the tool path was altered in the x-
direction, whereas in previous experiments the tool path was modified in the z-direction.  Figure 
25 shows profile measurements, made on a Talysurf profilometer, from an uncompensated 
cutting experiment. 
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Figure 24: Rough pass large groove error from 1.5 
mm radius 

 
For this cut, the tool entered the part at a sweep angle of -51° and moved through the workpiece.  
Cuts were made in 25 µm increments from left 
to right (Figure 23).  The tool then exited the 
workpiece at a sweep angle of 51° (on the right 
side).  The effects of tool flutes leaving the 
workpiece were evident when the sweep angle 
approaches 46° and tool deflections begin to 
decrease.  The maximum profile errors in the 
uncompensated case range from 35 µm to –28 
µm, giving a peak-to-valley error of 63 µm.   
 
Results using predicted deflection 
compensation are presented in Figure 26.  As 
before, the cutting parameters were a feedrate 
of 50 mm/min, 10,000 rpm spindle rotational 
speed, cross feed of 25 µm/pass, and a 0.1 mm 

60

 100
-40

-30

-20

-10

0

10

20

30

40

-60 -40 -20 0 20 40

Sweep Angle, γ (degrees)

Er
ro

r (
µm

)

 
Figure 25: Experimental profile measurement: 
uncompensated large groove error from 1.6 mm 

radius 



desired depth.  Figure 26 shows the error 
from a best-fit radius of 1.6 mm for both 
the compensated and uncompensated 
profile. 
 
Figure 26 reveals that the peak error is 
reduced from 63 µm in the 
uncompensated case to 18 µm using force 
feedback compensation, a 71% reduction.  
The 1.6 mm desired radius was achieved, 
producing an error plot that is neither 
convex nor concave.  Peak-to-valley error 

was reduced to 20 µm, a 68% reduction.  Ta
the compensated and uncompensated cases.
also shown in Table 4.  Compensated groo
uncompensated profiles are 7% from the des

0

Table 4: Large groove experimental resul

experiment b
uncompensated
compensated: case 1
compensated: case 2

 

Repeatability of Predicted Defle
Experiments 
 
Ten large grooves were fabricated on each 
part was aligned with the Nanoform, seve
having to realign the workpiece.  This made
account for alignment issues.  Two diff
compensation are presented in Figure 27. 
 
Differences in profile errors can be attri
experiment.  It is unlikely that the touch o
errors were introduced.  The accuracy of t
machine, thus additional errors were introd
not perfectly parallel.  Nevertheless, thes
feedback compensation reduced overall err
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Figure 26: Experimental profile errors: predicted 
deflection compensation, large groove experiment
ble 4 shows the peak-to-valley error comparison for 
  A “best fit radius” was determined for both cases, 
ve profiles match the desired radius by 1.6%, while 
ired radius.  

ts: deflection compensation vs. uncompensated
 

est fit radius (mm) P-V error (µm)
1.491 63
1.573 20
1.523 28  

ction Compensation for Large Groove 

workpiece using the HAAS machine.  Thus once the 
ral different finishing cuts could be made without 
 repeatability comparisons feasible without having to 
erent error profile measurements using deflection 

buted to having to “touch off” the tool for each 
ff for all grooves was exactly the same, thus some 
he Nanoform is considerably better than the HAAS 
uced because grooves machined on the HAAS were 
e “large groove” experiments showed that force 
or of the finished part.  However, it is difficult to 
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differentiate between error introduced 
through the HAAS machine, misalignment of 
the part with respect to the Nanoform, and 
error from the compensation algorithm. 
 
Another source of error was the limited 
bandwidth of the Nanoform, resulting in 
transient axes responses.  When making cuts 
starting out of the part and moving into the 
part, a force and material is suddenly 
encountered, and transient response occurs 
leading to error. 
 
6.6  CONCLUSION 
 
The forces generated during milling with a miniature ball end tool are relatively small (less than 
10N) because of the limited size and strength of the tool edge.  However, tool deflections can be 
a significant source of profile error because of low radial stiffness.  Two force feedback 
approaches to tool deflection compensation are presented with advantages and disadvantages to 
each. The compensation algorithms presented here provide an avenue to reduce fabrication times 
and improve surface accuracy for hardened steel mold dies. 
 
Predicting cutting depth using real-time cutting force measurements and a non-dynamic cutting 
force model can be used to compensate for errors arising from tool deflections and workpiece 
misalignment.  Predicting tool deflection allows for compensation in profile error using force as 
well as machine encoder position feedback with good reliability.  In this research, predicting 
deflection proved to be more robust and effective than predicting depth when implemented on 
the Nanoform DTM. 
 
There are several reasons that predicting deflection yields better results than predicting depth in 
the compensation of profile errors.  These include limited execution rate of the control algorithm, 
limited knowledge of actual cutting parameters, use of a multiplication factor in the depth 
prediction experiments, and use of laser feedback in the predicted deflection algorithm.  When 
implemented on a DTM with higher bandwidth and faster execution rates, depth prediction may 
prove to be a viable approach to deflection compensation. 
 
Reduction in error in small groove profiles over non-compensated groove profiles can be as great 
as 80% depending on the profile and method of compensation.  The success of force feedback 
compensation depends heavily on the acquisition, processing, and filtering of cutting forces 
during machining.  As shown in the cross-correlation analysis, maximum cutting force has a 
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strong relationship to the groove profile created.  Therefore, smoother and more accurate 
maximum force measurements will result in smoother and more accurate groove profiles. 
 
For the large groove experiments, reductions in profile error were not as significant as the small 
groove experiments.  Several factors account for this difference: fabrication of the grooves on 
two different machines, alignment issues, touch off procedures, force measurement, and inherent 
complexity of the large groove experiments.  Results show a groove was created with a best-fit 
radius differing by 27 µm from the desired radius in comparison with 109 µm for the 
uncompensated case.  Peak to valley error from a radius of 1.6 mm was reduced from 63 µm to 
20 µm when compared with a non-compensated cutting experiment. 
 
Overall, force feedback control of miniature ball milling proved applicable in many situations for 
correcting errors in machined parts due to tool deflection.  Significant reductions in profile error 
for large and small groove experiments were documented, with error reduction as high as 80%.  
The primary contribution of this research is a real-time feedback compensation algorithm that is 
capable of reducing form errors in workpieces machined using miniature ball end mills.  In 
summary, the experimental results show that the force feedback control algorithms developed for 
this project were successful.  
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The primary objective of this research is to improve dimensional tolerances and reduce total 
manufacturing time of precision milling operations through the implementation of force-
feedback machining.  Force-feedback machining consists of using real-time force measurement 
integrated with high bandwidth actuation to provide active error compensation of tool 
deflection. This research focuses on the development and implementation force-feedback 
machining using miniature (< 1 mm diameter) ball end mills. 
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7.1  INTRODUCTION  
 
One application of this research is in the fabrication of injection molding dies.  These dies are 
machined from hard steels (Heat treated to ~ 60 Rockwell C) to provide durable, wear resistant 
dies.  Figure 1 displays a photograph of lenses and gratings fabricated by the injection molding 
process.  This process has the potential to yield high volumes while significantly reducing the 
cost of precision optical components. 
 
 
 
 
 
 
 
 
 
 
 

Figure 1  Example of Optical Lens Fabricated from Injection Molding 
 
Manufacture of these dies containing small features or precision surfaces require the use of tools 
with small radii.  These tools (diameters < 1.0 mm) are termed miniature tools and are the 
primary focus of this research. To accommodate various applications and die geometries, these 
tools are available in several different shank lengths.  Figure 2 is a photograph of the 0.8 mm 
diameter miniature ball end mills used in this research and an SEM image of the ball end tip.   

 
 
 
 
 
 
 
 
 
 
 
 

         Figure 2  Miniature Ball End Mills (Left), SEM image of worn ball end (Right) 
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As seen from the photograph on the left, the thin geometry of these tools results in reduced tool 
stiffness, which becomes a significant factor when machining heat treated steels. Use of these 
long thin tools is often required to get into small features.  These tools are made out from 
tungsten carbide with a titanium aluminum carbide coating.  Although the tool material is very 
tough, deflections of these tools when used on heat treated steels can lead to undesirable errors in 
excess 50 µm with a 4.0mm shank tool.  The primary goal of this research is to reduce these tool 
deflection errors to ± 2 µm, through the use of force-feedback machining. 
 
7.1.1 PREVIOUS RESEARCH AT THE PEC 
 
The Precision Engineering Center at North Carolina State University has conducted research in 
the modeling and prediction of cutting forces associated with milling processes.  Previous 
research at NC State by Stuart Clayton [1] and David Hood [2] demonstrated that a piezoelectric 
actuated tool positioner resulted in significantly improved performance in comparison to the 
machine axes for compensation of tool deflection errors [3].  This improved performance was 
achieved through the higher bandwidth of the piezoelectric actuator and its significantly lower 
inertia. 
 
Stuart Clayton designed and built a one-dimensional piezo actuated spindle using a work piece 
mounted load cell to measure cutting force [1].  This piezo actuated spindle is shown below in 
Figure 3. 
  

 
Figure 3  Piezo Actuated Spindle [1] 

 
The piezoelectric actuated spindle showed promising results for the application of force feedback 
machining and its potential for reducing tool deflection error.  Figure 4 displays the results 
achieved when comparing the closed loop control to the uncompensated cut machining a groove 
of increasing depth of cut.[1]  In this figure it can be seen that as the depth of cut increases the 
uncompensated groove contains significant error.  The closed loop compensation cut using force 
feedback significantly reduces this error and follows the desired path closely.  
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Figure 4  Closed Loop Error Compensation using Piezo Actuated Spindle [1] 

 
The actuated spindle also contained a force transducer for measuring cutting forces on the 
spindle, but force measurements from the spindle were not as accurate as those obtained on the 
work piece. In order to improve the accuracy of cutting force measurements, the load cell needed 
to be repositioned to decouple it from the forces exerted by the actuator and to be able to remove 
the dynamic vibrations of the spindle. 
 

7.2  CUTTING FORCE MEASUREMENT 
 
7.2.1  EQUIPMENT - FORCE TRANSDUCER 
 
A Kistler quartz three-axis force transducer (Model 9251) was used to measure the real-time 
cutting forces.  This force transducer, shown in Figure 5, consists of three layers of piezo-electric 
elements which decompose the resultant force vector into its three (X,Y,Z) orthogonal 
components. 

 
 
 
 
 
 
 
 
 

Figure 5  Three-axis Piezo-electric Force Transducer 

 108 



7.2.2 EQUIPMENT - DATA ACQUISITION 
 
The data acquisition of load cell measurements was performed using the dSPACE DS-1104 
controller board with a CLP1104 connector panel shown in Figure 6. 
 
 

 
 
 
 
 
 
 
 
 

Figure 6  DS-1104 Controller Board (Left) and dSPACE CLP1104 Connector Panel (Right) 

 
Figure 7 shows the capability of the Kistler force transducer and dSPACE data acquisition 
system to sample several data points of force measurement with one rotation of the tool at 10,000 
RPM. The sample rate used to acquire force measurements on the dSPACE data acquisition 
board was 10 kHz. 
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Figure 7  Sampled X, Y, and Z Cutting Forces at a spindle speed of 10,000 RPM 
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7.2.3 DUAL LOAD CELL SPINDLE 
 
Measurement of the cutting forces from the spindle has several advantages over a workpiece 
based load cell.  The primary advantage is that the mass and frequency response of the spindle 
assembly does not vary when cutting different work piece masses or geometries.  This results in 
a consistent calibration of the dynamic cutting forces.  The frequency response of the workpiece  
based force measurement is a function of the part geometry, modulus of elasticity and mass of 
the workpiece.  To measure cutting forces from the spindle assembly, it is important that the load 
cells are not located inside the force loop between the actuator and ground.  For this reason, the 
load cells are located directly beneath the spindle block and above the actuator as shown in 
Figure 8. 

  
 
 
 
 
 
 
 
 
 

Figure 8  Force Measuring Spindle Design 

 
Static Calibration of Dual Load Cell Spindle 
 
In the force measuring spindle, two load cells are used and spaced equally about the center of 
gravity to minimize the effects of vibration.  Using a model of a simply supported beam, the 
static equations can be derived to calculate the input force using the force measurements at the 
two load cell locations F1 and F2. 
 
 
 
 
 

(1) 
 
 

 
Static Equations of Force Measuring Spindle 
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To test the model as a simply supported beam, the load cell spindle was calibrated by loading the 
tool tip in the X, Y and Z directions with fixed weights and recording the measured forces at the 
load cells.  The coordinate directions are shown in Figure 9.  From this data the resulting forces 
in each direction for a particular load could be calculated.  Three equations were set up for the 
measured load in each direction as a function of the three X,Y, and Z forces (Equation 2). 
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   Figure 9  Load Cell Coordinate System                              Loadcell Force Matrix 

 
These values for the coefficients a,b,c…i are determined by loading the spindle in a single 
direction at a time.  The results of these measurements are shown below. 
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Matrix Algebra solution for Input Forces (F) 
 
Solving for F (input force), the matrix equation AX=B is solved by multiplying the inverse of the 
A matrix (Equation 3) which contains the coefficients obtained thru loading.  The resulting static 
calibration equation is given by Equation 4. 
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Input Forces (Fx,Fy,Fz) in terms of the Load cell Measurements (Lx,Ly,Lz) 
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7.2.4 DYNAMIC RESPONSE OF SPINDLE 
 
Although the spindle had been calibrated for static loads, the dynamic loading of the cutting 
process introduces additional gains which must be accounted for.  To measure the frequency 
response of the system under cutting force conditions, the set-up in Figure 10 was constructed. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 10  Load Cell Calibration Set-up on ASG Diamond Turning Machine 

 
To measure the frequency response of the spindle assembly, the spindle speed was accelerated 
during the cut to increase the forcing frequency on the load cell.  The measurements from all 
three load cells, two on the spindle assembly and one on the work piece were captured 
simultaneously for comparison.   
 
The resulting force measurements displayed in Figure 11 illustrate the frequency response of the 
spindle.  The force measured on spindle load cells goes thru a local maximum while the work 
piece load cell forces remain constant.  In this data (Figure 11), the spindle speed was increased 
at a constant rate throughout the cut  from 7500 – 10,000 RPM. 
 
 
 
 

 112 



Figure 11(a) Spindle Force vs. Workpiece Force      Figure 11(b) Frequency Domain 

 
As can be seen in both graphs, the magnitude of the cutting force measured on the spindle 
increased to a local maximum and then began to decrease as the spindle speed was continuously 
increased.  This peak is shown if Figure 12 to be at a cutting frequency of 300 Hz or a spindle 
speed of 150 Hz.  (2 Fluted Ball End Mill) 
 
 
 
 
 
 
 
 
 
 
 
 

d 
 1X - Spindle Spee

 
 
 
 
 

2X - Flute Pass
         Frequency 

 

Figure 12  FFT Waterfall of Spindle Load Cell Measurement during cut 
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7.2.5 FORCE MEASUREMENT ALGORITHM 
 
Using the results obtained by increasing spindle speed during cutting, the frequency response of 
the spindle assembly can be obtained in the X, Y and Z directions.  From this data, a look-up 
table is generated in Simulink (Matlab) to cross reference the spindle speed (forcing frequency) 
with the appropriate dynamic magnification factor.  The force measuring algorithm is shown in 
Figure 13. 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 13  Force Measurement Block Diagram 
 

The results of this force measurement technique very closely match the forces measured on the 
spindle to the forces measured on the work piece during a cut.  Shown in Figure 14 is a 
comparison between the force measured on the work piece and the force measured on the spindle 
assembly as output from the force measurement algorithm above. 
 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 14  Comparison of the cutting forces measured on the work piece and spindle 

 114 



7.3 ACTUATOR DESIGN 
 
7.3.1 1-D ACTUATOR CONCEPT DESIGN 
 
A design concept for a 1-D actuator is shown in Figure 15.  The force measuring spindle is 
located above a piezoelectricly driven flexure plate.  With the piezo location underneath the load 
cell, the reaction force during actuation does not pass through the load cells. 
 

 

PZT 

Cap Gage 

Preload Pivot 

 
 
 
 
 
 
 
 
 
 

Figure 15  1-D Actuator Concept Design 

 
Extension of the piezoelectric stacks results in vertical tool motion through deformation of the 
flexure plate as shown in Figure 16.   
 
 

 
 
 
 
 
 
 
 
 
 
 

Figure 16  Deformation of Flexure Plate during Vertical Motion 
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7.3.2 2-D ACTUATOR CONCEPT DESIGN 
 
A two dimensional actuator design concept was envisioned using the same flexure design but 
actuating the piezo stacks differentially as shown in Figure 17 creates horizontal motion in a 
method similar to the operation of the Ultramill used for elliptical vibration assisted machining 
(see section 10). 
 
   

PZT 

Preload

 
 

Horizontal Displacement  
 
 
 
 
 
 
 

Figure 17  2-D Actuator Concept Design 

 
Horizontal actuation of the tool tip is achieved by differential displacement of the two piezo 
actuators.  This difference twists the guidance flexure and rotates the spindle support to produce 
horizontal displacement of the tool.  The resulting deformation of the flexure plate can be seen in 
the finite element model in Figure 18. 
 
  

 
 
 
 
 
 
 
 
 
 
 

Figure 18  Finite Element Deformation of Flexure Plate 
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Displacement Loss – Parasitic Motion 
 
Although this design could produce both horizontal and vertical motion of the tool, further 
analysis of the displacement revealed a significant loss in axial displacement during actuation of 
the tool.  This undesired displacement or parasitic motion can be seen in the deformation model 
in Figure 19.  As the flexure plate is deformed during vertical actuation, rotation about the 
flexure results in additional undesired motion.  At full vertical displacement of the piezoelectric 
actuator (20µm), the tool undergoes an undesired axial displacement of 14µm in the direction of 
the arrow displayed in Figure 19. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 19  Displacement Loss during Actuation of Flexure 

 

Two-Axis Flexure Design 
 
To eliminate the parasitic axial motion of the tool, the vertical flexure must be located along the 
center line of the tool.  With the vertical pivot point at the tool center, rotation about the pivot 
produces vertical motion for small displacements. 
 
In order to produce horizontal motion, an offset between the horizontal pivot and the tool center 
must be present.  Without this offset, rotation about the pivot would only rotate the tool about its 
center without producing any horizontal displacement. 
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The solution to this displacement dilemma was to create two flexure axes at the correct locations 
to produce the desired displacements.  The resulting two-axis flexure design is illustrated in 
Figure 20.  The dotted lines are the two flexure axes in this design. 
 
  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 20  Two-Axis Flexure Design 

 
7.3.3 FINITE ELEMENT ANALYSIS 
 
Finite element analysis (model shown in Figure 21) was employed to predict the deformation and 
displacements of the flexure design.  Through the use of two axes of rotation, the resulting 
motion of the tool tip was verified and the undesired motion was eliminated. 
 
 
 
 
 
 
 
 
 
 
 

Figure 21  Finite Element Deformation of Two-Axis Flexure Design 
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7.3.4  DYNAMIC ANALYSIS 
 
Finite Element Analysis was also employed to analyze the vibration modes of the structure and 
their natural frequencies.  The lowest natural frequency of the total system was a rocking back 
and forth about the spindle’s center support (Figure 22).  This frequency was calculated to be 
475 Hz and was too close to the cutting frequency of 330 Hz. 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 22  Lowest Mode Shape  (475 Hz) 
 

The mode shapes and associated frequencies of the support frame are illustrated in Figure 23.  
These resulting frequencies were acceptable and well above the tooth pass frequency of 330 Hz. 
  

 
 
 
 
 
 
 
 
 
 

 
 

Mode 1    1.46 kHz Mode 2    1.75 kHz Mode 3  2.12 kHz
 
 
 
 
 
 
 
 
 

   
 
 

Figure 23  Mode Shapes of Spindle Support Frame 

 
To increase the stiffness of the structure against the rocking motion illustrated in Figure 22, a 
rear nodal support was added to the structure (Figure 24).  This nodal support has a high stiffness 
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in the vertical direction to create a node at this point while retaining a low stiffness in horizontal 
direction to not over constrain the flexure design. 
 

 
 
 
 
 
 
 
 
 
 
 

 

Figure 24  Rear Nodal Support 

 
The addition of this nodal support increased the lowest natural frequency of the spindle assembly 
from 475 Hz to 600 Hz while maintaining the desired motion profiles without introducing any 
undesired displacements. 
 
7.3.5  FINAL ASSEMBLY 
 
The final two-axis spindle actuator design can be seen below in Figure 25. 
 
  

 
 
 
 
 
 
 
 
 
 
 

Figure 25  Two-Axis Force Measurement Spindle Actuator Design 
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7.4 CONTROLS 
 
7.4.1  SYSTEM MODELING 
 
The system was modeled as the composition of two-second order systems: one vertical spring 
mass damper system and one torsional spring mass damper system. (Figure 26) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 26 System Dynamics Model 

Using the horizontal and vertical displacements (x1 and x3), the state dynamics equations can be 
derived as follows. 
 
 
 
 
 
 
 
 
 
 (5)
 
 
 
 
 

State Dynamics Equations 
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Defining state variables x2 and x4 as the time derivatives of displacements x1 and x3, the 
dynamics can be represented in matrix state space form (Equation 6). 
 
 

(6)uDxCy +=uBxAx +=& 
 

State Differential Equation 
 
In state space form, this system model is represented as: 
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State Space Model 
Where: 
 State Variables 

x1 = Displacement of (PZT Actuator 1 + PZT Actuator 2) / 2  (m) 
x2 = Velocity of x1   (m/s) 
x3 = Displacement of PZT Actuator 1 – PZT Actuator 2  (m) 
x4 = Velocity of x3  (m/s) 
u1 = Input Force of PZT 1 (N) 
u2 = Input Force of PZT 2 (N) 
y1 = Horizontal (X) Tool position (m) 
y2 = Vertical (Y) Tool position (m) 
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System Parameters 
M = 6.7 Kg 
kv= 95 x 106 N/m 
bv= 0.1 
J = 0.02 Kg m2  
kr= 0.7 x 106 Nm/rad 
br= 0.1 
sp = 2” = 0.0508 m 



7.4.2 OBSERVABILITY AND CONTROLLABILITY MATRICIES 
 
From the state space matrix representation, the controllability and observability of the coupled 
two-input two-output system can be evaluated. 
 

Controllability 
 

Controllability Matrix 
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Rank = 4, This system is fully Controllable. 

 

Observability 
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Rank = 4, This system is fully Observable. 
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7.4.3 CLOSED LOOP CONTROL 
Closed loop control of this system is incorporated using capacitance gages to provide position 
feedback for each piezoelectric actuator.  Through the use of closed loop control, the effects of 
the hysteresis of the piezoelectric element can be controlled (Figure 27). 

 

 

 

 

 

 

 

Figure 27   Hysteresis curve for an  open loop piezo actuator for various peak voltages 

 
Force Feedback Control Algorithm 
 
The force feedback control algorithm reads the real time measured cutting force and multiplies it 
by the compliance of the tool to output tool deflection error.  This error is sent to a PID controller 
to drive the piezoelectric actuator.  A capacitance gage is used as closed loop feedback for the 
actuator motion.  The force feedback loop for a single axis is shown below (Figure 28).  For a 
two axis system, two of the force feedback loops will be implemented; one for each axis. 
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Figure 28  Force Feedback Control Block Diagram 
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The closed loop diagram for the MIMO two-input two-output controller utilizing coupled 
dynamics equations is as follows. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 29  Closed Loop Block Diagram MIMO Controller 

This multivariable control scheme accounts for the coupled dynamics of the system calculating 
the input voltage for each piezo based on both the horizontal and vertical dynamics.  Work on 
this multivariable controller design is presently in process. 

 
7.5  CONCLUSIONS AND FUTURE WORK 
 
Cutting force measurement can be accurately obtained from the spindle assembly once the 
dynamic response and the spindle speed (forcing frequency) are known.  This on-spindle force 
measurement technique can be used to supply a self contained force measurement and tool 
positioning system. 
 
Design of the spindle actuator and flexure mechanisms has been completed and parts have been 
fabricated for the two axis spindle actuator.  The next steps involved in this project are 
completion of the actuator assembly, calibration of the two axis motion profiles, and 
implementation of the two axis force feedback control algorithm. 
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8 CAPABILITIES OF MICRO-MACHINING
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The goal of this research is to improve feature size and tolerance using micro-scale machining.
This section reports on a literature search of current techniques for producing sub-millimeter
features and applications of these techniques.  While many MEMS
(MicroElectroMechanicalSystems) devices are fabricated using silicon etching techniques
developed for the microelectronics industry, micro-machining is an attractive alternative
because of its low start-up cost relative to other capital-intensive micromachining technologies,
applicability to a wide range of materials, high flexibility of feature geometry and low cost for
prototype manufacturing.  The search uncovered papers in the areas of proof of capability,
companion processes, process analysis, and the applications of more general micromachining
technologies.
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8.1 INTRODUCTION

Microelectromechanical systems (MEMS) offer designers the ability to create miniature
mechanical oscillators, optical network components and biological labs on a chip.  Although
manufacturers are introducing a wide range of MEMS-based products, developers have found
that guiding MEMS devices from the laboratory to the marketplace is a costly and time-
consuming venture.  For example, it is not unusual for a single MEMS prototyping run to take 3
months.  The high cost of a MEMS fabrication facility forces companies to use existing
foundries such as Sandia, MCNC or Berkeley with long lead times.  The problem lies not with
the MEMS devices themselves, but with the semiconductor-based manufacturing techniques
employed to build them.  Semiconductor wafer fabs excel at producing high-volume integrated
circuits using standard CMOS processing, but many MEMS devices are manufactured in lower
volumes with more complex structures such as moving three-dimensional micromirror arrays.

Table 1.  Material and Feature Size Guidelines by Process Type [1]

Technology /

Feature Geometry

Min. Feature

size** / Feature

tolerance

Feature

Positional

Tolerance

Material

Removal Rate

Materials

Focused Ion Beam/

/2D & 3D

200 nm / 20 nm 100 nm 0.5 µm3/sec Any

Micro Milling or

Turning

/2D or 3D

25 µm / 2 µm 3 µm 10,400 µm3/sec Polymers, Al,

Brass, Nickel,

SS and

Titanium

Excimer Laser

/2D or 3D

6 µm / < 1 µm < 1 µm 40,000 µm3/sec Polymers,

Ceramics and

some metals

Femto-Second

Laser

/2D or 3D

1 µm / <1µm < 1 µm 13,000 µm3/sec Any

Micro-EDM(Sinker

or Wire)

/2D or 3D

25 µm /3 µm 3 µm 25x106  µm3/sec Conductive

materials

LIGA

/2D

< 1 µm / 20-500

nm

~ 300 nm across

75 mm

N/A Copper, Nickel,

Permalloy

**Feature size represents the width of a slot or a diameter of a hole

There are non-semiconductor processes for making MEMS devices that include focused ion
beam machining, mechanical turning and milling, laser processing, electro-discharge machining
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and LIGA.  Each technique can be classified in terms of minimum feature size, position
tolerance, maximum material removal rate and material compatibility [1] as shown in Table 1.

Focused Ion Beam (FIB) machining is a process in which the kinetic energy of accelerated ions
is converted to thermal energy and used to vaporize very small amounts of material from a
workpiece.  It is a 3-D process with extremely high tolerances that can be used on any material.
The main disadvantages are slow material removal rate (MRR) and high equipment costs.
Excimer lasers and femto-second lasers have comparable removal rates to micro-machining.
The achieved tolerances are superior to micro-machining.  Excimer lasers have less material
flexibility than micro-machining.  Micro-Electro Discharge Machining (Micro-EDM) has an
extremely high MRR and comparable accuracy to micro-machining, but only works on
conductive materials.

The most common material-removal processes in macro manufacturing are turning and milling.
The lower dimensional limits of these processes are being expanded by current research.  Micro-
machining is the process of chip removal by means of a spindle and an end mill in the diameter
range of 200-µm or less.  Part features are on the order of 25 µm.  Carbide milling tools are
commercially available in 100-µm size.  Custom diamond tools as small as 22 µm have been
created by researchers.  Feature aspect ratios of 40:1 have been achieved on machined parts.
Micro-machining has the advantage of greater material and geometry flexibility than that of
lithography and most other micromachining processes.

Current micro-machining techniques using a high-speed spindle are plagued with tool runout that
limits the feature size and tolerance.  A proposed concept is to replace the high-speed spindle
with a piezoelectrically driven tool holder (for example, the UltraMill – see Section 10) that can
move the diamond tool tip in an elliptical motion at frequencies up to 5000 Hz - the equivalent of
300,000 rpm.  The two actuators are driven independently to create a tool path that can be
changed from linear to elliptical to circular with the amplitude, frequency and phase of the
excitation voltages.

The widespread use of this process would have a profound influence on fabrication techniques
for micro-mechanical, micro-optical and micro-fluidic devices.  Its key features are:

• Optical surface finish
• Sub-micrometer 3D feature size and position
• Extremely low cutting forces
• No burring at the edge of a cut
• Applicable to a wide range of materials – metals, plastics and ceramics
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8.2 LITERATURE SEARCH

Existing research falls into several categories: microscale capability, pre- and post-processing,
analysis and applications of general micromachining.  Each of these will be addressed in the
following sections.

8.2.1 MICROSCALE CAPABILITY

Schaller [2] illustrated the capability to mill small grooves with custom-made 35-120 µm tools.
Figure 1 shows one of the tools.  The tools were manufactured with diamond grinding wheels
from tungsten carbide rods.  With a non-CNC grinding machine, a tool break rate of up to 50%
and tolerances of +/- 5 µm were reported during manufacture.  Channel-cutting parameters of
19,000 rpm spindle speed and a feed rate of 35 µm/s were used.  This resulted in a feed per tooth
in the range of the cutting edge radii, 1 to 2 µm.  A maximum depth of cut of 20 µm was tested.
Run-out of the tool was minimized to 10 µm.

                  

Figure 1.  Custom-ground Carbide Tool and Grooves Machined in Brass
(note burrs at edges of grooves)  [2]

Burr creation occurred with both brass and steel workpieces when cutting with carbide tools.
Figure 1 shows channels in brass with such burrs.  Burrs were not seen when cutting brass with
diamond tools.  Diamond tools were not used for making channels due to the lack of very small-
diameter sizes, but were valuable for deburring (milling the surface of the grooved part) after

35 µm
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channels were cut with carbide tools.  Burr reduction and removal will be discussed, and the
results shown, in Section 8.2.2 on pre- and post-processing.

Takeuchi [3] used a CNC 3-axis lathe with a spindle in place of the tool holder to confirm that
ultra-precision sculptured metal workpieces could be made. Rough cuts were made with a 200
µm diameter tungsten carbide ball-endmill.  Custom diamond pseudo-ball-endmills were used
for finishing passes. The custom pseudo-mills had a single-crystal diamond edge of radius 100
µm offset from the axis of the tool by the same distance, as shown in Figure 2.  A 3-mm
diameter sculpture of a face similar to that in Figure 4 was made.  Cutting parameters were
50,000 rpm, feed rate 50 mm/min, and depth of cut 1 µm (for finishing with the diamond tool).
Tool path resolution was 2 µm x 5 µm, and the machining took 6 hours.

Figure 2.  Pseudo Ball-end Diamond Mill [3]

Kawai [4] continued the research of Takeuchi [3].  Figure 3 shows (counter-clockwise from top
left) high-density grooves milled in Ni-P plated steel, high aspect ratio trapezoidal grooves
milled in brass, and a milled mold for a 25 µm pitch encoder disk.

Figure 3.  Diamond Milled Microstructures [4]
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The array of lenses in Figure 4 was milled using tools that are approximately the same diameter
as the lenses, about 230 µm.  The wavy shape was milled by a single-crystal diamond endmill of
radius 25 µm.  The face in Figure 4 is smaller than that created in the previous study and was
created with a diamond pseudo-ball-endmill of radius 30 µm. Kawai also machined a 25 µm
square by 1 mm tall column from brass.  The 40-to-1 aspect ratio of this structure was the highest
found by the literature search.

Figure 4.  Diamond Milled Microstructures [4]

Friedrich [5] used custom milling tools
(Figure 5), that were created using
Focused Ion Beam (FIB) micromachining
of steel or tungsten carbide blanks.  The
tool shown has an effective cutting
diameter of 22 µm and a cutter length of
77 µm.  Friedrich used these tools to
manufacture the spiral pattern 1.5 mm in
diameter, shown in Figure 6.  The
workpiece is PMMA, and the trench
depth is 62 µm.  Minimum wall thickness
was investigated at the center of the
pattern where the spirals converge.  The
radial trench allowed the investigation of wall intersections.  Cutting parameters were 19,000Figure 5.  Rounded Cutting Tool [5]
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rpm spindle speed and 35 µm per second feedrate.  Depth of cut was 4 µm per pass for 15 passes
and machining time was 3 hours.

Figure 6.  Micromilled Spiral Structure with details in Figure 7 [5]

Figure 7(a) shows a close-up of the intersection of the straight trench and spirals.  The terraced
structure of the walls resulted from a stepped tool movement of exponentially changing width.

  
(a) Close-up of the intersections (b) Thin-wall channels

Figure 7.  Intersection Detail of Spiral Structure [5]

7(a)

7(b)
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The vertical facets are a result of the 5-degree polar resolution of the spiral shape.  The minimum
freestanding wall was 8 µm wide and 60 µm high, as shown in Figure 7(b).  The aspect ratio of
this wall is 7.5:1.  The roughness of the trench bottom is 100 nm RMS.  The walls are typically
within 0.5 degrees of vertical.

Kawai [4] also performed scribing experiments.  Scribing had the disadvantage of very slow
cutting speed (on the order of 20 mm/min).  The double-focused lens mold in Figure 9 was
scribed in oxygen-free copper.  The grooves are about 35 µm wide.

Figure 8. Scribed Double-focused Lens Mold [4]

8.2.2 PRE- AND POST-PROCESSING

Schiller’s microchannel study [2] used pre- and post-processing to remove burrs.  Brass
workpieces were coated with a 10-µm layer of cyanoacrylate before milling.  After grooves were
cut with carbide tools, they were filled with the same coating.  The coating above the un-milled
surface of the workpiece was removed by diamond milling, and the coating within the milled
structures removed by acetone in an ultrasonic bath.  Burrs were removed with the coating.
Figure 9 shows a brass microstructure both with and without the burr reduction procedure.

This approach did not work with stainless steel.  Electrochemical polishing was needed to
remove burrs from this material.  Polishing time must be limited because structures begin to
degrade soon after the point where burrs have been removed.  Cleaning of the workpiece prior to
polishing is also critical because non-uniform electrical fields surrounding foreign particles
affect the polishing process.
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Figure 9.  Microstructures in Brass With and Without Burr Reduction [2]

Park [6] studied the drilling and scribing of surfaces after reacting them with appropriate
solutions.  Silicon was reacted with potassium hydrate and aluminum with nitric acid prior to
machining.  The binding energy of the surfaces was reduced by these reactions.  This reduced
cutting forces to the depth of the reacted layer.  The hardness of Si was reduced by about 20%
due to the reaction.  Drilling parameters for Si were 20,000 rpm and a 150 µm depth of cut.
Crack formation was eliminated with chemical processing of the Si as compared to non-chemical
machining.  The thrust force for scribing nitric acid etched Al was reduced by about 50%, and
burr formation was eliminated.  Figure 10 shows scribed channels in Al.

Figure 10.  Chemical-mechanical Scribed Channels in Aluminum [6]
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8.2.3 ANALYSIS OF THE MACHINING PROCESS

Modeling Cutting Force   MEMO (micro-end-milling operations) differ from CEMO
(conventional end-milling operations) in that the feed per tooth to tool radius ratio is much larger
in MEMO for productivity reasons [7].  As a result, stress variation in the tool shaft is higher and
tool life is shorter for MEMO.  The proposed MEMO force model [7] proceeds from the Tlusty
and Macniel [18] CEMO force model.  The difference is in the method of chip thickness
estimation.  Tlusty [18] assumes that chip thickness is related only to feed per tooth and tool
rotation angle.  Bao [7] bases the estimation of chip thickness on the trajectory of the tool tip.
Experimental verification of Bao’s model showed good agreement with experimental data.
Differences between predicted and measured forces averaged about 10%.  Comparison between
the MEMO [7] and CEMO [18] models shows that the feedrate per tooth to tool radius ratio is
the determining factor in their respective errors.  They are comparable when this ratio is less than
0.1.  When it exceeds 0.1, the MEMO model is much more accurate.

Vogler’s [8] model takes into account the fact that chip size approaches grain size in materials
that are normally considered homogenous in macro-scale operations.  One component of the
model is a three-dimensional map of the various phases of the material.  The workpieces used in
the study were ductile iron, consisting of graphite, ferrite and pearlite.  Different cutting
coefficients are used to compute forces as tool flutes pass through the various phases.  The forces
during chip removal of pearlite were found to be larger than those for ferrite, even at a lower
chip thickness.  The model is validated by demonstrating the existence of high-frequency
variations in ductile iron cutting force and the lack thereof in the cutting of single-phase ferrite
and pearlite.  It is also shown that smaller grain-size in the secondary phase reduces variation in
the cutting forces, and that larger grain-size increases the variation.  Scattergood [9] notes the
approach of microscale feature-size to material grain-size and discusses research into the
manufacture of nanocrystalline metals and alloys.

Modeling Tool Run-out   In the second part of his paper [10], Bao adds the capability of
predicting tool run-out from experimental cutting forces.  Lee [11] collected average total run-
out data for a variety of spindles and milling tool sizes.  The data were used to create a model
that predicts actual-versus-intended channel diameter.  Milled channels were used to create ABS
molded parts.

8.2.4 APPLICATIONS

Applications of micro-machining include the manufacture of channels for microfluidic systems,
masks for X-ray lithography, and micro-sized mechanical power systems.  The current research
in these applications is mostly concerned with semiconductor-type processes for manufacturing.
Micro-machining should be capable of increasing the performance of parts through flexible
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material selection and feature design.  It will also reduce cost for small lot sizes and prototyping.
For any of the applications listed above, micro-machining may be used to manufacture molds.

Figure 11.  Injection-molded Microstructure [12]

Keppler [12] described the use of micro-machining for mold-making.  Positive molds were cut
from PMMA using 127 µm diameter end mills.  Sputtering a conductive metal layer onto the
positive mold created the negative substrate.  This sputtered layer was electroplated with nickel
to create a negative mold.  After plating, an acetone bath was used to degrade the PMMA and
leave a bare metal mold.  The resulting molded structure is shown in Figure 11.

  

Figure 12.  Micro-rocket Model [12]
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An example of a microscale power system is the micro-rocket [12].  A 3D model of a
combustion chamber is shown in Figure 12.  Solid-fuel micro-rockets would not be reusable or
restartable but could be in arrays such as that shown at right in Figure 12.

Another power system is the micro-sized expansion and/or combustion engine [14,15,16].  The
energy density of compressed or combusting fuels is orders of magnitude higher than that of
chemical batteries.  Micro-machining of metals would be able to create high-strength engines
capable of withstanding higher compression ratios than proposed etched engine designs.  An
example of an etched design is that of Jiang et al [14,15].  The proposed engine, shown in Figure
13 has 1.2 mm stroke, 1 mm square bore, and 6.3:1 compression ratio.  It would operate at 1200
rpm and 7.3 mW in the combustion case.  A prototype of the engine is shown in Figure 13.

mm scale 

                             
Figure 13.  Micro-engine Model [14]

Sugiyama [13] designed a reciprocating engine to be built using semiconductor-type
manufacturing.  It may also lend itself to micro-machining.
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The fabrication of free-form optics presents unique challenges not only to the diamond turning
process, but also to the process by which the whorkpiece is located with respect to the machine
axes.  While rotationally symmetric parts require alignment in at most three directions, free-form
optics require alignment in up to six directions.  Distinct from alignment in an optical system,
fixture alignment for diamond turning requires a separate set of techniques to accommodate the
forces encountered in machining.  Some general principles, alignment techniques, and an
application are discussed.  While the techniques discussed focus on diamond turning, many of
the considerations apply to other fabrication techniques as well.
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9.1 BACKGROUND

Why is alignment important in fabrication?  One important thing to remember about part
alignment in diamond turning is that it has no effect on the figure error of the part.  Figure
alignment is mainly impacted by the geometric errors of the machine and tool alignment errors.
Hence, it can be argued part placement has no impact on the final optical surface.

While in many cases part location is not critical to the precision of a diamond turned part, for
many parts the location of the optical surface with respect to other part surfaces is critical.  This
is increasingly the case as optical assemblies become more complex and more difficult to align.
Many systems now employ off-axis elements, aspheric surfaces and, increasingly, free-form
surfaces. Their presence eliminates many of the characteristic optical signatures that were once
used to dial in the correct location of spherical and flat surfaces.  This is why fiducial surfaces
and marks are now a requirement for many systems, reducing the effort needed to align them.
In fact, optical alignment would be impossible without built-in alignment aides for some
systems.  When this is the case, the optical quality of a surface is irrelevant if it cannot be located
properly within the optical system.

9.2 ADJUSTMENT MECHANISM

Alignment in an optical system is usually performed with a special fixture that allows adjustment
via micrometer screws.  Unfortunately, these fixtures are inherently compliant and therefore not

Figure 1.  Optical alignment fixtures are
not suitable for fixturing parts for

fabrication.

Figure 2.  The four degrees of freedom
in positioning an optical part
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suitable for ultraprecision machining operations. Kinematic or quasi-kinematic mounting are also
commonly employed for optical mounts.  Again, these mounts tend toward low stiffness due to
the limited amount of contact with the workpiece, risking vibration and static deflection during
machining.

The mainstay of optical workpiece fixturing in diamond turning is the vacuum chuck.  Vacuum
chucking allows rigid mounting of the workpiece without the need for fasteners that could distort
the part.  It also allows translation of the workpiece on a flat vacuum chuck and tip and tilt
adjustment on a spherical vacuum chuck.  The adjustment mechanism is usually a tapping device
such as a small hammer.  While this may seem crude in comparison to a micrometer screw, sub-
µm adjustments can be made.

9.3 GEOMETRIC CONSIDERATIONS

While the techniques in optical alignment and diamond turning alignment are closely related in
purpose, they differ somewhat in their geometric constraints (see Table 1).  Oftentimes,
rotationally symmetric parts require little or no fabrication alignment because their high level of
symmetry makes the optical alignment less challenging.  With free-form optics, however, optical
alignment in six degrees of freedom quickly becomes a daunting, if not impossible, task without
some built-in fiducials with a known relationship to the optical surface.  This point becomes ever
more true as the number of components in a given optical system increases.

The rotational nature of a diamond turning machine (DTM) can work to tremendous advantage
when fabricating rotationally symmetric parts.  In the case of diamond turning, alignment for
fixturing rotationally symmetric parts as shown in Table 1 is generally limited to two directions:
runout and depth.  The rotational axis on which the part is mounted allows the consolidation of at
least two and up to four degrees of alignment freedom.  For depth, the fixture (commonly a
vacuum chuck) is usually located with the diamond tool, providing a reference to the mounting
surface of the part relative to the final optical surface.

Table 1. Critical degrees of freedom in aligning various surfaces for optical alignment and
diamond turning

Surface D.O.F. (optical) D.O.F. (DT)

Flat 2 (Tip, Tilt) 1 (Z)
Sphere 3 (X, Y, Focus) 2 (Z, Runout)
Asphere 5 (Tip, Tilt, X, Y, Focus) 2 (Z, Runout)
Free-form 6 (Tip, Tilt, Rot., X, Y, Focus) 6 (Tip, Tilt, Rot., X, Y, Z)
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Due to the lower level of symmetry inherent in free-form optical surfaces, accurate placement is
more difficult than for conventional surfaces. For example, consider the case of placing a plane
in an optical system versus aligning it on a DTM.   The diamond turning machine normally has
either a vacuum chuck or collet for mounting the workpiece.  In the case of the vacuum chuck,
the mounting surface has been produced by the machine axes during the facing operation.  This
provides a base reference for the mounting surface of the flat.  The only optically significant
degree of freedom is now the focus or axial translation of the flat.  Translation in the radial
direction, as well as rotation about the focal axis, have no optical impact, while pitch and yaw
have been constrained by the vacuum chuck.

Moving to spheres and aspheres in Table 1, radial runout becomes critical as well.  In the case of
two-surface parts, relative alignment between surfaces is optically significant.  While this adds a
level of operation to fixturing, the most effective method for aligning dual surface optics, such as
a biconvex lens, is to machine a contoured vacuum chuck.  This will parlay the alignment
problem into another runout alignment, in this case adding the axial direction.

Finally, free-form surfaces eliminate all the alignment advantages that the rotational symmetry of
the DTM grants.  The method of alignment for each direction will depend upon the accuracy
requirements, the metrology methods available, and the physical constraints of the parts.  Ideally,
it is at this point that the fabricator is included in the design process, so that mechanical
constraints encountered in fabrication can be considered in the optical system design.  Usually, a
combination of fiducial surfaces and marks will allow accurate location in six degrees of
freedom.

9.4 BICONIC MIRROR FIXTURING AND ALIGNMENT

9.4.1 STATIC ALIGNMENT

IRMOS, the InfraRed MultiObject
Spectrometer, incorporates several
off-axis elements and one free-form
surface [1,2].  This surface, called
M4, is a biconic ellipsoid with no
rotational axis of symmetry.  M4
thus needed to be located accurately
in six degrees of freedom to within
±25 µm for translation and 15
arcsec for rotation.    To achieve
this goal, two fiducial surfaces and
eight crosshairs were machined intoFigure 3. Diamond flycut back surface of M4 showing the

four alignment crosshairs and three part mounts
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the part blank as shown in
Figure 3.  The two surfaces,
one nominally parallel with
the biconic surface, the other
orthogonal, were diamond
flycut into the Aluminum
blank.  The back surface
would be mated to the
vacuum chuck to account
for three degrees of
freedom:  tip, tilt, and focus.  The three quasi-kinematic mounts visible in Figure 3 could not be
used since the thread locking system was only intended for a single use.  These mounts were also
too compliant to allow mounting the part off-axis.  Accelerations at the machining speed of 120
rpm would have caused significant deflection.  Translation in X and Y as well as rotation could
be aligned using two of the fiducial crosshairs.  These crosshairs were machined using a
miniature ball endmill in a conventional CNC milling machine.  The same fiducials used in
aligning the parts for fabrication would later be used to align the parts in the optical system.

While fabricating the fiducials presented somewhat of a challenge, the greater question was how
they would be used to align parts on the machine.  For mounting the parts in their proper off-axis
location on the diamond turning machine, a special fixture somewhat reminiscent of a propeller
was fabricated to mount two parts at one time (Figure 4).  The fixture, which bolts directly to the
DTM spindle, has an integrated vacuum chuck at its center for holding an alignment center plug.
The off-axis location and tilt were necessary to minimize the excursion of the fast tool servo used
to machine the non-rotationally symmetric component of the surface.  Each mirror rested on an
angled pedestal which had been diamond flycut on two surfaces to within 4 arcsec of the correct
tilt angle.  This pedestal was then mounted on a beam that had been faced off on the DTM,
guaranteeing correct angular placement of the rear surface of the parts and forming the complete
propeller-like structure.  The beam had been designed with a large section to prevent significant
bending during machining.

The crosshairs, now located against the vacuum chuck surface of the pedestals, were viewed
through several holes bored through the rear of the chuck.  As shown in Figure 5, a camera with
a crosshair generator was placed on the DTM’s X-axis to look at the crosshairs.

While relative alignment of the crosshairs to the camera could now be achieved, the camera view
had to be related to the machine coordinates.  Vertical alignment was made by looking at the top
surface of the diamond tool, which, in turn, had been aligned to the spindle axis via a centering
operation.  The rotational position of the spindle, which the fast tool servo uses to contour the
part in that direction, could now be related to the crosshairs on the back of the part.  In this case,

 Figure 4. Alignment Fixture Showing Center Plug and two
vacuum pedestals, with mirror blank mounted on left
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an important limitation in positioning resolution was the spindle encoder resolution.  With
10,000 counts per revolution, the positional resolution at the radial position of 270 mm was 160
µm.  Fortunately, sub-count interpolation allowed a positional accuracy closer to the 25 µm goal,
though this arrangement was hardly ideal.  Interpolation was dependent on the operator’s skill in
manually rotating the fixture and noting the crosshair location when the encoder count occurred.

No such limitation existed for alignment in the radial direction.  The radial position of the axis of
rotation was determined during the tool centering operation as a function of the DTM’s x-axis
position.  Unfortunately, the large nose radius of the tool does not provide a distinct feature on
which to align the camera in the radial position, therefore a needle was mounted on the toolpost.
The needle was then touched on the rotating center plug to produce a small circular scribe that
could be measured in a microscope.  The needle was then moved using the machine axes to the
intended radial position of the crosshairs minus the radius of the circular scribe.  With the camera
crosshairs then aligned radially on the needle, the intended location of the part crosshairs was
established.

9.4.2 DYNAMIC ALIGNMENT

The result of the machining operation revealed an important point to be considered in part
alignment.  While static alignment was successful and accurate within specifications, a dynamic

FFFaaasssttt   TTToooooolll   SSSeeerrrvvvooo

PPPaaarrrttt

CCCeeennnttteeerrr   PPPllluuugggFFFiiixxxtttuuurrreee

XXX---aaaxxxiiisss

ZZZ---aaaxxxiiisss
SSSeeerrrvvvooo   aaaxxxiiisss

CCCaaammmeeerrraaa

Figure 5. Machining setup showing acrylic test parts, camera
arrangement, and centerplug.
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component arose in the rotational direction of the spindle that was missed.  Early analysis
deemed the spindle speed to be well within the dynamic limits of the fast tool servo.  The
excursions occurred at a rate of approximately 12 Hz, while the servo bandwidth is around 300
Hz.  Unfortunately, even with a small phase shift of less than 1°, at a radial distance of 270 mm,
a displacement error of more than 3 mm was encountered.   This error was discovered during
figure error measurements made after machining using a computer generated holographic mask
in an interferometer.  The fiducials used to align the part during machining were also used to
align the part to the interferometer.  When measurements were taken in the position determined
by the fiducials, what appeared to be a large figure error was detected.  When the part was
subsequently translated by 3 mm, most of this figure error disappeared.

9.5 CONCLUSION

Alignment and fixturing for fabrication presents unique challenges distinct from optical
alignment, particularly in the case of free-form optics.  The example presented has brought to
light a component that is usually not considered: The dynamics of the machining system.   Also,
while part alignment has no direct influence on figure error, misalignment can produce
symptoms that behave like figure error.  Consideration of all alignment issues, including
dynamic components, is critical to the implementation of free-form optics.
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Over the past 3 years, a project to develop an Elliptical Vibration Assisted Machining (EVAM)
system has been funded by Kodak.  The goal was to create a device that could be used to study
the influence of process variables on the material removal process; specifically the shape of the
elliptical tool motion, the magnitude of the forces, tool wear and surface finish.  Two different
prototypes (called the UltraMill) were created: a slow-speed unit that was built with a standard
diamond tool and a high-speed version using new actuators with a light-weight, hollow ceramic
tool holder.  The changes in the high-speed version resulted in an increase in operating speed
from 500 Hz to over 4000 Hz.  Enhancements included in this new version of the EVAM system
are a closed loop temperature control system and a glued-in diamond tool.  The performance of
the UltraMill was impressive and a number of different materials were machined from plastic to
aluminum to silicon carbide.  The surface finish was nearly as good as diamond turning if the
speed of the workpiece was low with respect to the oscillation speed of the elliptical motion and
the peak cutting forces were reduced by 50%.  The UltraMill can produce optical quality
surfaces and tool wear is less than conventional diamond turning for difficult to machine
materials such as steel and ceramics.
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10.1 INTRODUCTION

Diamond turning has become a mainstay of optical fabrication.  However, it is limited to certain
workpiece materials [1] due to tool wear.  To address this issue, a new class of machining was
created.  This technique involved independent, cyclic displacement of the cutting tool with
respect to the workpiece and was referred to as vibration cutting.  In early experiments, the tool
was moved in a straight line along the cutting path at ultrasonic frequencies.  It took nearly two
decades of research before the technology began to show practical value.  In the early 90’s,
research into vibration cutting at both low and high frequency produced results sufficient for
industrial applications [2].  This mature class of machining is called Vibration Assisted
Machining (VAM).  Moriwaki has shown that when the tool was moved in an elliptical path
rather than a straight line, lower cutting forces and longer tool life were achieved [3,4].  However
the evidence presented was anecdotal.  There were no specific measurements of force during
ultrasonic operation or tool wear details.

The PEC has built an EVAM system known as the UltraMill [6] that combines a small elliptical
tool path (40 µm horizontal by 6 µm vertical at 600 V excitation) to the linear motion of standard
orthogonal cutting.  Tool force and wear details using a low speed system were reported in 2001
[5].  The EVAM reduces cutting forces and tool wear by reducing chip thickness and keeping the
tool tip out of contact with the workpiece for 75% of the time.  These characteristics increase
tool life and expand work piece material compatibility with single crystal diamond tools.  This
Section describes the Ultramill with details of the tool path, chip shape, forces and surface finish.

10.2 ULTRAMILL CONSTRUCTION AND TOOL MOTION

10.2.1 MECHANICAL STRUCTURE

A photograph of the two Ultramill
designs developed at the PEC are shown
in Figure 1: the new high speed version is
in the foreground at left and the original
low-speed version [5] is shown in the
background at right.  The basis for each
design is a pair of piezoelectric actuators
that support the tool and allow it to move
with small displacements at high speed.
The original version uses a pair of long,
thin cylindrical actuators whereas the

new design uses a pair of larger cross-
section triangular actuators (baseFigure 1.  Photograph of the new high-speed design

(left) and the original design (right)
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30mm, height 13 mm, depth 22 mm).  This shape was optimized for stiffness using a finite
element model.  The original tool head was fabricated from steel and aluminum with a standard
diamond tool attached with a screw.  The new design uses a hollow alumina head and a diamond
tool attached with high-temperature epoxy.  The shape of the head was optimized to keep the
center-of-gravity near the center line of the stacks and to minimize the mass moment of inertia.
The first natural frequency of the new design is 5000 Hz as compared to 500 Hz for the original
design.  Unfortunately the constraints on the shape and material of the head made it difficult to
fabricate and therefore expensive.

The head rests on a pair of ceramic half-cylinders that allow it to displace and pivot as required
for the desired motion.  A thin titanium flexure pushes the head onto the actuators and seals the
actuator cavity for cooling.  High-voltage signals (up to 1000 Vp-p at 10 KHz) in the shape of a
sine wave and cosine wave drive the two actuators.  This excitation produces an elliptical motion
of the diamond tool with the minor axis (up to 7 µm) and the major axis (up to 33 µm)
determined by the stroke and phase of the actuators and the geometry of the head.

10.2.2 COOLING SYSTEM

The large piezoelectric actuators used to
drive the tool at high frequencies generate
a significant amount of heat and an active
cooling system is required for sustained
operation.  The system, shown in Figure
2, consists of a thermoelectric cooler and
pump to circulate a dielectric fluid (3M
Flourinert 3283) over the stacks at a flow
rate of about 1 liter/min.  The system uses
the chiller to modulate the temperature of
the inlet to the actuator cavity such that
the outlet temperature (as measured by
the resistance thermometer – RTD - in the return line) is kept constant.  The chiller has a
capacity to remove 400 watts, sufficient to operate the system constantly at full voltage.

10.2.3 TOOL MOTION

The desired tool motion for the Ultramill is generated in a different manner than other vibration
assisted designs.  In this case, the goal is to operate the system below its first natural frequency
so that the motion can be changed in a controllable manner to study the details of the machining
process.  For elliptical cutting, the motion of the end of the tool is a combination of the elliptical
motion from the actuator and the linear motion from the workpiece.  Figure 3 shows the motion

Figure 2.  Active cooling system design for
sustained high-speed operation of the actuator
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of the tool (exaggerated in the vertical direction for clarity) and defines the important parameters.
Only two cycles of the motion are shown but emphasis is on the second revolution (dotted line)
that represents the steady-state motion during material removal.

Maximum 
chip thickness

Depth of cut  

Feed/cycle

Tool enters 
part

Tool leaves
part

First cycle

Second cycle

Part Motion

Figure 3.  Tool motion and chip definitions at the center-line of the chip during elliptical cutting

10.2.4 CHIP GEOMETRY

Figure 3 also shows the chip geometry at the center of the cut as the tool moves through its
elliptical path.  The thickness of the chip is reduced as the tool frequency is increased or the part
speed or depth of cut are reduced.  SEM micrographs of non-overlapping groove cutting
experiments in aluminum illustrate that chip geometry is directly related to cutting conditions.  If
the depth of cut is smaller than the minor axis of the tool motion, the chips are discontinuous
(Figure 4), and if larger they are connected at the center (Figure 5).  The discontinuous chips
have a thickness related to the feed/cycle and are as wide as the cut.  The continuous chips are
longer because of the increased depth of cut but are discontinuous at each edge where the round
nose tool leaves the flat workpiece.  Notice that the chips appear transparent in the 1000x image
of Figure 5, indicating a thickness less than 10 µm.

  
450x 1800x

Figure 4.  SEM micrographs of discontinuous chip where depth of cut is 32% of the minor axis
(depth = 1.4 µm and upfeed/cycle = 3.3, minor axis of elliptical motion =4.3 µm)
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600x 1000x

Figure 5.  SEM micrographs of continuous chip where the depth of cut is twice the minor axis
(depth of cut = 8.9 µm and upfeed/cycle = 6.7 µm, minor axis of elliptical motion =4.3 µm)

10.2.5 TOOL FORCES

To measure the forces, a specimen was attached to a three-axis load cell mounted on the
diamond turning machine.  The oscillating tool was fed across the surface at a constant speed and
depth of cut.  The measured forces were acquired using a high-speed data acquisition system.
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Figure 6. Theoretical and measured cutting and thrust forces during tool contact
(material = 6061-T6 aluminum under same conditions as Figure 5)

The measured forces in the cutting and thrust directions as a function time are shown in Figure 6.
The measurements are shown as a series of points connected by a line and the predicted forces
are the solid and dotted lines.  The workpiece was 6061 aluminum, the vibration frequency 1000
Hz, the depth of cut 8.9 µm and the upfeed/cycle 6.6 µm.  Based on the geometry shown in
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Figure 3, the maximum chip thickness for this condition is 7.7 µm.  For these cutting conditions,
the maximum force in Figure 6 is about 1 N and the tool is in contact for 0.3 ms out of a cycle
time of 1 ms (at 1000  Hz operation) or a duty cycle of 30%.  The predicted values were in
agreement within 0.1 N of the magnitude of the measurements.  However, secondary vibrations
due to the load cell dynamics are apparent, especially in the thrust direction with a 12 kHz
frequency (the natural frequency of the load cell with specimen).

10.2.6 SURFACE ROUGHNESS MEASUREMENTS
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Figure 7.  Surface Roughness as a Function of HSR on PMMA
(100 rpm Spindle Speed, 1.25 mm/min Cross Feed, 12.5 µm/rev)

The surface roughness of the EVAM machining experiments was compared to a theoretical
prediction for grinding surface finish developed at the PEC by Storz [7].  This comparison is
illustrated in Figure 7.  Here the areal RMS roughness as measured on a Zygo New View is
plotted as a function of the Horizontal Speed Ratio (HSR) for different EVAM frequencies.  The
HSR is the ratio of the maximum speed of the elliptical motion to the surface speed of the part
and is proportional to the distance that the part moves for each elliptical cycle of the tool.  The
model tracks the experiments well above 7% HSR but below that value the experiments seem to
reach a plateau of 20 nm while the predicted value drops to 5 nm.  The speed of the EVAM
motion (1-4 KHz) does not seem to affect the minimum roughness.

The 20 nm limit was the result of 60 Hz asynchronous surface features produced on the part.
Since the x and y carriages of the Diamond Turning Machine (DTM) have a natural frequency of
60 Hz and 90 Hz respectively, these features were originally thought to be caused by machine
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vibration introduced by the inertial forces of the UltraMill or by ancillary components such as
the cooling system pump.  Following a series of experiments designed to isolate the source of
this vibration, the Kinetic Ceramics amplifiers were found to be defective; introducing noise
spikes of 25 nm magnitude at a period of 16 msec (60 Hz) into the drive signal.  Trek P1019
(PZD500) dual channel piezo drivers were loaned by Precitech for further experiments.  These
amplifiers were capable of producing a clean drive signal of 600 volts peak-to-peak but were
limited to 1 KHz.  The measured RMS surface roughness for an EVAM turned part is plotted in
Figure 8 as a function of HSR.
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Figure 8.  Measured and Theoretical Surface Roughness on PMMA
(1 Khz,  21.4 rpm, 0.25 mm/min, 12 µm/rev)

The minimum theoretical surface roughness values were calculated using the Storz’s method [2]
and the theoretical values are the smallest possible from the model.  The general trend of the
measured roughness curve follows the theoretical behavior.  The 20 nm limit is no longer
observed in these results where the minimum measured surface roughness is 6.5 nm RMS. The
surface finish experiments showed that EVAM features could be predicted from the elliptical
tool path and tangential workpiece velocity.

10.3 SIC MACHINING

The groove cutting experiment described in the 2002 Annual Report proved that the EVAM
process could be used to machine SiC; however, creating an optical surface is a more challenging
problem.  To demonstrate the possibilities, the UltraMill was used to machine a surface with a 1
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mm outer radius and a 0.5 mm inner radius.  The fracture data from the groove cut experiment
showed that damage free surfaces could be machined if the chip thickness is less than 20 nm.
This value was used to determine the cutting conditions at the outer radius of the machined
surface where the upfeed – and therefore the chip thickness – is the largest.  The UltraMill was
operated at 1 KHz and 600 volts peak-to-peak using the Trek amplifiers to create the 40 x 6 µm
ellipse.  The tool was fed across the part at 12 µm per revolution.  The part rotated at 1 RPM and
the maximum HSR, occurring at a radius of 1 mm, was 0.08%.

10.3.1 APPARATUS

The SiC specimen was vacuum mounted to the DTM spindle using a custom, diamond turned
fixture.  The workpiece velocity required for the desired maximum chip thickness at a 1 mm
radius was determined to be 0.1 mm/s, or approximately 1 RPM.  The motor for the DTM cannot
operate at such a slow speed so the spindle was driven by a stepper motor through a flexible
rubber belt.  The SiC specimen was 25.4 mm square by 0.8 mm thick with a polished surface of
less than 0.5 nm RMS over an area of 0.0156 mm2.  The surface of the unmounted specimen had
a spherical shape with a P-V of 10 µm.  Once supported on the vacuum chuck, the surface
flatness was less than 600 nm over the area to be machined.  Based on this runout, the desired
nominal depth of cut was set at 600 nm.

The UltraMill was operated at 1 Khz for 40 minutes to allow the temperature to equilibrate.
After the equilibration period, the tool was brought into contact with the rotating specimen at a
radius of 0.4 mm.  The tool tip was positioned to within several micrometers of the surface as
observed with a telescope and moved in 100 nm increments until a chip was created.  The oil jet
was activated and the part program was run. The machining process required 44 minutes, during
which the temperature of the UltraMill piezo stacks dropped by 0.4˚C.  The goal for the touch off
technique was to avoid depths of cut greater than 1.2 µm.  The measured depth of cut for the
surface ranged from 30 nm to 418 nm with an
average depth of 300 nm.

10.3.2 SURFACE MEASUREMENTS

Figure 9 is an SEM micrograph of the
machined surface of the SiC.  The nominal
cutting distance was 196.25 mm and the
volume removed was 7x10-4 mm3 with a
removal rate of 15,900 µm3/min.  The average
of the tangential and radial profiles and surface
measurements are plotted as a function of
radial position in Figure 10.  The machined SiCFigure 9.  SEM Micrograph of SiC Surface
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surface has an average roughness of approximately 8 nm RMS.  The theoretical RMS roughness
of the machined surface is dominated by the cross feed and has a value of 5.5 nm.  The
theoretical roughness along the groove bottom is 1 angstrom.  This value is much less than the
spindle error motion and therefore is not visible.  The value shown in Figure 4 is equal to the
average spindle error.

0

2

4

6

8

10

12

14

0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1

Radial Position (mm)

R
M

S
 R

o
u

g
h

n
es

s 
(n

m
)

Tan Roughness

Radial Roughness

Surface Roughness

Figure 10.  Surface Measurements of Machined SiC CVD
( 1 rpm spindle speed, cross feed = 12 µm, upfeed = 40 nm, frequency = 1 Khz)

Figure 11 is a Zygo contour image of the machined surface at a radius of 0.85 mm.  The cross
feed marks can be clearly seen at 12 µm spacing.  Normally these would be connected by
vertical lines due to the upfeed motion created by the elliptical motion of the tool.  However, for
this experiment, the upfeed rate of 40 nm/cycle is beyond the resolution of the instrument.  What
are visible are lower frequency vibrations attributed to spindle and DTM slide motion.  A trace
along one of the grooves has amplitude of 2.5-5 nm at a frequency of 25 Hz.  Surface roughness
along the machined groove is 1.9 nm RMS.  Some surface damage was noted and can be seen
along the bottom of one of the up feed grooves.
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Figure 11.  Contour Plot of EVAM Surface in SiC (HSR=0.08%)
A profile trace in the cross feed direction (Figure 12) provides another view of the surface.  This
scan reveals a cross feed period of approximately 11.9 µm and a local feature height of 16 µm.
These values are similar to the theoretical 12 µm cross feed and 18 µm peak-to-valley feature
height.  The cross feed features have distinct, repeated characteristics which are believed to be
the result of features on the tool edge being imprinted on the SiC surface during machining.
These features appear to be small fractures or damage sites, less than 5 nm deep.

Figure 12.  Radial Profile of SiC Surface (Cross Feed = 12 µm/ rev)

10.3.3 TOOL WEAR MACHINING SIC

SEM micrographs of the tool tip before and after the machining process reveal visible wear.  The
cutting edge was imaged with the SEM before machining the SiC and is shown on the left side of
Figure 13.  There appears to be no visible damage to the edge.  After machining the SiC, the tool
edge was again inspected with the SEM.  No indication of tool wear could be found on the rake
face; however, the flank face revealed features shown at the right of Figure 13.  The width of the

12 µm
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worn area is the same as the theoretical contact length of 25 µm for a 1 mm radius tool at a depth
of 300 nm.  This correlation suggests that this wear area was created during the machining
process.

     

Figure 13.  Worn and Unworn Tool Edge

A close up view of the flank wear region in
Figure 14 shows wear patterns and striations
in the upfeed direction as expected.  The
length of the wear land is approximately 400
nm. Given this wear land and a clearance
angle of 10.4˚, a rake face recession of 74 nm
is estimated. This calculation assumes a flat
wear land, which may not be the case for the
EVAM process.  The radial and surface
measurements are similar in magnitude, 8 nm
RMS, suggesting that the overall surface
roughness is mostly a result of cross feed
features. This was expected based on the
selected machining conditions.

10.4 CONCLUSIONS

The UltraMill is a rugged, reliable design for creating surfaces using elliptical vibration assisted
machining.  It has two major advantages over previous designs; first, the elliptical motion has a
significant vertical component that can be used to control the thickness of the chip; and second,
motion of the tool is below the first natural frequency so the speed is easily adjustable from 1-5
KHz.  This device has been used to machine a variety of materials, from aluminum to plastics to

Figure 14.  Worn Edge on Diamond Tool
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SiC.  It can produce optical quality surfaces and the accompanying tool wear for difficult to
machine materials – steel and ceramics – is less than conventional diamond turning.
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All actuators exhibit varying amplitude and phase response to varying or multiple frequency 
input command signals.  This makes it difficult to utilize their full small-signal bandwidth.  Two 
adaptive, open-loop schemes that compensate actuator motion errors using an inverse dynamics, 
or deconvolution, approach have been developed.  A significant issue that must be addressed by 
a practical implementation of any command signal modification technique is the 
interdependence of the parametric (i.e., time-based) commands for the multiple axes of a 
machining system.  The short-time Fourier transform and an equivalent inverse dynamics filter 
have been developed for operation in a such machining environment where parameters such as 
spindle speed may change.  Two hardware issues related to the use of these techniques to correct 
the motion errors of a Variform fast tool servo (FTS) are also discussed.  First, the operating 
range where the actuator performs as a linear system is investigated.  Second, the dynamic 
response of an actuator's internal displacement sensor may mask the actual tool motion.  These 
hidden dynamics can be compensated using the proposed corrective algorithm.  An off-axis 
spherical surface feature has been selected for machining tests of these algorithms.  The 
spherical profile is easily measured interferometrically and the machining parameters can be 
adjusted to obtain a wide range of frequencies and amplitudes in the FTS command signal.  The 
final phase of this project is to develop an actuator independent software package implementing 
the inverse dynamics algorithm for arbitrary, rotationally variant surfaces.   
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11.1  INTRODUCTION 
 
The dynamic response of a mechatronic system 
is a function of the frequency and amplitude of 
its input signal.  An open-loop control approach 
using an inverse dynamics algorithm, or 
deconvolution of a desired motion path can 
compensate for attenuation and phase yielding a 
significant reduction in steady-state tracking 
errors [1].  The performance is significantly 
improved, especially for high frequency motion.   
 
Figure 1 shows a comparison of the following 
error for a Variform fast tool servo with and 
without motion path deconvolution.  The dashed 
line represents the following error for an input signal whose frequency approaches the bandwidth 
of the actuator.  The dotted line shows the actuator following error to a deconvolved version of 
the same input command.  The response of the modified signal shows significantly less 
attenuation and delay from the desired signal after a startup interval lasting approximately 4 ms.   
 
Several interesting hardware issues have been encountered during the implementation of this 
control approach that will be discussed in subsequent sections.  First, the modified input drives 
the FTS to precisely follow a desired motion path at low amplitudes and high frequencies.  
However, the acceleration and hence the maximum attainable velocity of the Variform is limited.  
As a result, for large amplitude and high frequency command signals, the actuator motion will 
exhibit large path differences with respect to the desired excursions.  To assure that the FTS 
performance is within its physical capability, its operating range (frequency, amplitude 
combination) must be determined.   
 
Second, the dynamics of the Variform’s internal displacement sensor (a Linear Variable 
Differential Transformer or LVDT) shadows the true tool motion undermining the signal 
modification algorithm.  An additional sensor, a capacitance gage, was used to determine the 
transfer function of the LVDT.  The dynamics of the LVDT can be convolved with the 
previously measured actuator dynamics to derive the true actuator frequency response.   
 
Third, the desired path of the FTS is usually expressed as a parametric function of spindle speed 
and the axis cross-feed rate of a diamond turning machine (DTM).  As either velocity changes, 
the time period of the desired path is also altered.  Since deconvolution over the entire command 
signal is only valid for non-varying machining parameters, a more robust approach would be to 
perform the deconvolution in real-time.  Adaptive schemes such as the short-time Fourier 

   
 Figure 1.  Path difference associated 

with modified and unmodified input. 
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transform (STFT) and an equivalent inverse dynamics filter have been developed to use the most 
recent parameters known during machining.  The maximum rate at which this adaption can be 
performed is same as the impulse response decay rate; that is, the time that it takes for the 
actuator motion to decay to zero following an impulse input.   
 
Both deconvolution techniques are being validated by machining a small, concave off-axis 
sphere into a flat surface.  To determine the form error contributed by the FTS for both an 
unmodified and deconvolved command signal, a comparison will be made with identical spheres 
machined on-axis.  Finally, a software package that implements the validated deconvolution 
algorithm will be constructed.  A generic, text format will be used to describe both the desired 
tool path and the actuator dynamics. 
 
11.2  DETAILS OF THE PROJECT 
 
11.2.1  VELOCITY SATURATION AND OPERATING RANGE 
 

Figure 2.  FTS response with respect to high 
frequencies and large amplitudes input signal. 

Figure 3.  FTS response associated with 200 
Hz, 7.5 volts P-P input signal and its velocity. 

 
Limitations of the deconvolution technique appear with the combination of high frequencies and 
large amplitudes.  In general, an actuator can be considered as a linear spring-mass-damper 
system whose dynamic response is expressed as a function of frequencies of the applied signals.  
Though the response results in an attenuated and delayed motion, the output of a linear system 
contains only the frequencies of the input signals.  Since the velocity of the Variform FTS is 
constrained due to physical limitations, as a large amplitude and high frequency input signal is 
applied the output profile is reshaped.  In other words, the Variform behaves non-linearly.   
Figure 2 shows that the Variform response (a solid line) cannot follow the desired excursion (a 
dashed dotted line) when the velocity exceeds the maximum.  The velocity saturation reshapes 
the response associated with a sinusoidal input to a triangle-like signal with the maximum 
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velocity of 140 mm/sec as shown in Figure 3.  The effects of the distortion on the operating 
range of the Variform as well as the measured impulse response employed in the deconvolution 
technique can be thoroughly investigated using a frequency spectrum analyzer. 
 
In Figure 4(a), the deformed shape (a line with dots) of the FTS response as measured by the 
internal LVDT sensor is compared with the shape of the desired excursion (a line with diamond 
marks). The lower plot illustrates the frequency spectrum of the output profile.  The distorted 
response comprises not only the base frequency component of 200 Hz, but also the 3rd (600 Hz) 
and 5th (1000 Hz) harmonics.  Figure 4(b) shows the frequency components with respect to the 
Variform response.  While the constituent sinusoid associated with the base frequency is in-
phase with the desired signal, the 3rd harmonic is out-of-phase, leading to a triangle-like output 
response.  Note that the amplitude of the constituent sinusoid is smaller than the amplitude of the 
distorted output excursion.   

a) b)  
Figure 4.  a) Shape of the FTS response and its frequency spectrum,  b) Assembly of the 

frequency components with respect to the FTS output. 
 
This amplitude difference has a large effect on the accuracy of the impulse response 
measurement using a spectrum analyzer (Stanford SR780).  The analyzer generates a varying 
frequency input with fixed amplitude (i.e. a swept sine wave) to the FTS, and determines 
attenuation and phase of the tool motion captured by an internal LVDT at each input frequency.  
If the output path signal is velocity-saturated, its frequency component associated with the input 
frequency has, in effect, smaller amplitude than the actual output signal.  As a result, the 
frequency response of the Variform shows significant attenuation.  Figure 5 depicts the 
attenuation of the Variform as a function of the frequency and amplitude of the command signal.  
The frequency response illustrates a large amplitude drop where the input signal contains large 
amplitudes with high frequencies.  This implies that the operating range of the Variform is 

Output
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limited to combinations of amplitude and frequency where the velocity is below the constraint of 
140 mm/sec as shown in Figure 6.   
 

 
Figure 5.  3D frequency response as a function 

of input amplitudes. 

 
Figure 6.  Operating range of the Variform. 

 
11.2.2  DYNAMICS OF THE VARIFORM POSITION SENSOR 
 
The Variform employs an internal LVDT to measure the displacement of the tool. This contact 
displacement measuring system has its own dynamic response that filters the position 
measurement as shown in Figure 7.  Actual tool motion was measured with an external 
capacitance gage placed in front of the tool holder.  The capacitance gage signal is inverted in the 
scope plot shown in the figure.  The actual phase is 21° with respect to a 100 Hz sine wave input 
signal, but the LVDT is 39° out of phase with the input command.  Figure 8 illustrates the 
transfer function between the capacitance gage and the LVDT that was determined using the 
same measurement technique as the actuator dynamic response.  Note that the phase response 
starts at 180° because the two sensors are measuring in opposite directions and the LVDT signal 
leads the non-inverted capacitance gage signal by 18° at 100 Hz.  As with the inverse dynamic 

Figure 8.  Dynamic response measured by the 
LVDT with respect to the capacitance gage. 

 

Figure 7.  Phase of the tool motion measured by 
the LVDT and a capacitance gage (inverted) 

with respect to a 100 Hz input signal. 
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response of the mechatronic system, the deconvolution algorithm can also compensate for the 
feedback sensor's dynamic response.  Another note is that the gain at high frequencies descends 
about 40 dB over ten increments of the LVDT natural frequency range (500 – 5000 Hz).  This 
implies that a 2nd order internal filter is implemented in the Variform’s displacement sensor. 
 
11.2.3  DECONVOLUTION IN REAL-TIME 
 
The inverse dynamic technique can be performed once for a given set of machining parameters 
(e.g., spindle speed, cross-feed).  However, if the spindle speed changes, the time period of the 
desired path is also altered.  Deconvolution over the entire tool excursion requires immutable 
parameters.  However, the initial machining parameters may drift over a long machining time.  
One solution is to run the deconvolution in real-time and update the command signal by 
monitoring the machining parameters.  Consequently, deconvolution over a long desired 
excursion must be segmented so that the short pieces are individually modified using the 
deconvolution technique.  While the Variform follows the current input command, the next piece 
of the desired tool path will be modified using the most recent parameters. 
 
Short-time Fourier transform 
 
The real-time deconvolution can be achieved by using a window function1 applied to a long path 
signal.  Figure 9 demonstrates how the rectangular window (Equation (1)) and the triangular 
window functions draw a short piece (xs[n]) out of a long sinusoidal signal (x[n]).  The short 
signals are the product of the applied signal and the window function as shown in Equation (2). 
 

[ ]






 ≤≤

otherwise               0

                 1 bna=nw     (1) 

 
[ ] [ ] [ ]nwnx=nxs ×       (2) 

 
The reverse process, an overlap-add method is used to reconnect the short pieces together.  Each 
individual piece combines with the overlaps of the adjacent pieces as shown in Figure 10.  Note 
that the reconstructed signal is distorted at both ends as a result of the window characteristics, 
but is a copy of the input signal where the overlap is complete.  Finally, the entire combined 
signal is scaled to correct its amplitude. 
 
The short-time Fourier transform utilizes a window function and transforms the short pieces to 
the frequency domain [2] where the operation of inverse dynamics occurs [3-4].  The window 
function is applied again in a reconnecting process as shown in Figure 11.  In practice, the length 
                                                 
1 A window function is a vector of weight coefficients, which are zero everywhere but within a certain length. 
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of the window must be short to be sensitive to high frequency components as well as variations 
of the signal.  Figure 12 illustrates the synthesis process for windowed signals.  The series of 
modified signals in Figure 12(a) reconnect at the appropriate time to the adjacent pieces to 
reconstruct the entire modified signal as shown in Figure 12(b). 
 
 

Figure 9.  Rectangular and triangular window 
functions draw out a short piece of a long 

signal. 

 
Figure 10.  Overlap-add method reconstructs 

the original signal from small pieces. 

 

 
 

Figure 11.  Schematic of the short-time Fourier 
transform. 

 
a) 

 
b) 

Figure 12.  a) Series of windowed signals after 
individual deconvolution, b) The entire of the 

modified signal. 
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Equivalent inverse dynamics filter 
 
Another approach to real-time deconvolution development is to build an equivalent inverse 
dynamics filter which yields a more efficient implementation.  Conceptually, the modified input 
command x[n] is obtained when the desired tool path y[n] is transformed to the frequency 
domain where the deconvolution (or division operation with the frequency response H[ω] of the 
system) occurs.  Equation (3) expresses the deconvolution operation following the method of the 
previous section with a single rectangular window applied to the entire command signal. 
  

( )








][

][][
ωH

nyFFTIFFT=nx       (3) 

where 
 FFT, IFFT fast Fourier transform algorithm and its inverse 
 n  discrete time 
 ω  frequency 
 
The filter approach eliminates the 
division operation in the frequency 
domain by creating an equivalent inverse 
dynamics filter as written in Equation (4).  
Consequently, the deconvolution in 
Equation (3) can be expressed as a 
convolution of this inverse filter with the 
desired motion path as shown by 
Equation (5).  Figure 13 depicts the 
inverse of the FTS’s frequency response.  
The filter gain is amplified and the phase 
is adjusted to compensate for the dynamic 
response of the actuator.   
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Under varying machining conditions, this approach can be implemented using the overlap-add 
and overlap-save methods.  These two algorithms implement block convolution; that is, a 
segmented convolution of a long parametric desired tool path y[n] and the inverse dynamic filter 
h-1[n].  The exact convolution can be retrieved as segmented convolution blocks are reconnected. 
 

  Figure 13.  Frequency spectrum of the equivalent 
inverse dynamic filter. 
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Overlap-Add Method  Using Equation (6), this method implements a linear convolution of the 
short desired signal y[n], of length L, to the M+1 point inverse impulse response h-1[n]. 
 

∑
∞

−∞

− −
=k

knhky=nx ][][][ 1      (6) 

 
The operation results in an L+M point modified signal x[n].  The first L points of this modified 
command are correct.  However, the last M points must overlap and add with the next modified 
piece to obtain the correct linear convolution.  The overlap-add technique can be implemented 
efficiently with the FFT algorithm.  The procedure is to: 
 
1. Pad zeros to the inverse impulse response and all of the short desired signals so that all have 

the signal length L+M. 
2. Perform the convolution operation using an FFT as illustrated in Equation (7) yielding the 

signal x[n] of length L+M. 
( ) ( )( )][][][ 1 nhFFTnyFFTIFFT=nx −× .    (7) 

 
3. Overlap the last M-points of the modified signal xi[n] with the first M points of the next 

modified signal xi+1[n] as shown in Figure 14. 
4. Add the overlapping segments. 

 
 
Overlap-Save Method  Using Equation (8), this method implements an L+M point circular 
convolution of the M+1 point inverse impulse response h-1[n] with an L+M point segment from 
the desired path y[n]. 
 

10             ][][][
1

0
−≤≤−∑

−

Nnmnhmy=nx
N

=m
N    (8) 

 
The first M points of the resulting output are incorrect, while the remaining points are identical 
to those obtained by linear convolution.  The algorithm proceeds by dividing the desired path 

L L+M

L L+M

L L+M

x1[n]

x2[n]

x3[n]

add add
 

Figure 14.  Block convolution using the overlap-add method. 
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y[n] into sections of length L+M and overlapping these pieces with the last M points of the 
preceding section as shown in Figure 15.  Note the first section is padded at the beginning with 
M zeros. 

 
 
After performing a convolution for each section using the FFT, the first M points of all resulting 
outputs are discarded.  The output segments are patched together to complete the convolution of 
the inverse dynamic filter h-1[n] and the long desired tool path y[n]. 
 
The two block convolution methods described above have advantages over the approach using 
the short-time Fourier transform.  First, division operations are only performed during the 
construction of the inverse dynamics filter instead of during the deconvolution of each windowed 
piece of the command signal.  This makes it much easier to deal with zeros (and near zeros) in 
the response function and results in a more efficient implementation.  Second, block convolution 
is an exact operation, yielding the same answer as a single convolution over the unsegmented 
signal.  The STFT algorithm gives different results depending on the characteristics of the 
chosen windowing function.  And finally, the reconnecting process for each block convolution 
method is very simple compared to the STFT. 
 
11.2.4  OFF-AXIS SPHERE 
 
A spherical optical surface has been chosen to 
demonstrate the inverse dynamics error 
compensation technique.  An off-axis sphere 
will be machined into a flat surface as shown in 
Figure 16.  This geometry has been selected 
because the command trajectory is not periodic 
and its frequency content can be modified by 
changing the off-axis distance and/or spindle 
speed.  Most important though is that the f-
number of the spherical surface can be selected 

Figure 16.  An off-axis sphere selected for 
technique validation experiments. 

L L+M
L L+M

L L+M

M

zeros

y1[n]
y2[n]

y3[n]

overlap overlap
 

Figure 15.  Block convolution using the overlap-save method. 
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so that the results are easily characterized with an interferometer.  While the machine axes follow 
a spiral pattern overlaid on the machined surface, the FTS moves as a parametric function of r 
and θ expressed in Equation (10).  The spherical surface can be expressed as Equation (9), 
  

( ) ( ) ( ) 2R=cz+by+ax 222 −−−      (9) 
 
where the x and y axes motions are described as, 
 

θr=y
θr=x

sin
cos

 

 
Then, z (or tool position) of the FTS to form an off-axis sphere can be written as 
 

2222 sin2cos2 rbθbr+aθar+R+c=z −−− .   (10) 
 
Equation (10) can be expressed as a parametric function of time by writing r and θ as functions 
of axis cross-feed and spindle speed, respectively.  Then, the FTS command signal required to 
generate the entire surface can be easily generated as a time-based vector at any desired 
resolution. 
 
The sagittal component of the tool path that generates this surface is a set of nearly circular 
trajectories with different widths and depths depending on the radial position of the tool.  An 
example of one unique pass of the tool is shown in Figure 17.  This picture shows the tool path 
beginning at a particular height above the surface then plunging into the part and finally 
returning to that height.  The deviation from a circular trajectory is a result of the shape of the 
intersection of the sphere with the spiraling radial tool position and the correction needed for the 
nose radius of the tool.  Because the depth of the sphere is too large to create in a single pass 
across the part, the surface will be created by a series of passes following the same trajectory but 
with increased depth on each pass.   

 

 

 
Figure 17.  Tool cutting motion along spiral path to create a concave sphere. 
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11.3  EXPERIMENTAL CORROBORATION OF DECONVOLUTION 
 
11.3.1  EXPERIMENTAL SETUP FOR THE SHORT-TIME FOURIER TRANSFORM 
 
An experiment was performed using a dSPACE (RS1104) data acquisition board to invert the 
dynamic response of the actuator.  Dynamics of the LVDT were not compensated in this 
experiment.  In Figure 18, any desired tool path and machining parameters are uploaded to the 
dSPACE processor and the real-time deconvolution algorithm is performed.  The tool excursion 
was windowed, transformed to the frequency domain, modified by the inverse dynamics 
algorithm [5], synthesized, and conveyed to the FTS as a modified input command.  Note that, at 
the time of writing, the algorithm that acquires the varying parameters was still being formulated.  
The deconvolution was exercised using fixed machining parameters. 
 
To implement the overlap method with the real-time deconvolution, the model employed an 
input buffer block to store arrays of the desired signal.  The Hanning window function was 
selected for the Short-Time Fourier Transform (STFTsim block). 

 
Analytical approach 
 
In Figure 19(a), the modified input of the Variform is calculated using the real-time 
deconvolution and the frequency response of the system.  The buffer block takes about 55 ms to 
collect the input signal resulting in an initial delay before the deconvolution operator delivers the 
modified input command.  Note that the modified input signal does not jump at the start to 
correct the phase as the modified input obtained from a normal deconvolution since the weight 
coefficients of the Hanning window function eliminate this discontinuity.   
 
As with the reconstructed signal in Figure 10, the path associated with the modified signal 
experiences distortion at the initial state due to the weight coefficients of the window function.  
The tool path evolves to the desired excursion in less than 80 ms.  Path difference with respect to 
the desired path is less than 1 µm (P-V) at the steady state as shown in Figure 19(b).  

 
Figure 18.  Model of real-time deconvolution. 
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Experimental results 
 
The modified input signal as displayed in Figure 19(a) was sent to the Variform FTS resulting in 
an output tool motion in which the attenuation and phase is corrected.  Figure 20(a) illustrates the 
Variform response (dash line) with respect to the desired profile (solid line).  The output 
excursion measured by the LVDT was essentially in-phase with the desired tool path; however, 
the gain was slightly mismatched.  The path difference at the steady state is about 8 µm (P-V) as 
depicted in Figure 20(b).  The difference is larger than that of the model.  This may be caused by 
drift of the PZT stacks after they warm up.  More work is needed to draw a conclusion. 
 

 
   a)       b) 

Figure 19. a) Modified input associated with the real time deconvolution, 
 b) Path difference with respect to the desired excursion. 

 
   a)       b) 

Figure 20.  a) Desired tool path of 90 µm P-P, 90 and 270 Hz and the Variform response, 
b) Path difference with respect to the desired excursion. 
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11.3.2  MACHINING EXPERIMENTS 
 
An on-axis concave sphere with dimension 
equal to the off-axis sphere described in 
section 11.2.4 was machined.  Three 
samples are shown in Figure 21.  Since the 
surface was machined on center, the form 
error and surface finish reflect the best 
possible on the ASG-2500.  The form error 
(rms) using a diamond tool with a nose 
radius of 1.512 mm was 12.5 nm as shown 
in Figure 22 and the surface roughness 
(rms) was 3.5 nm as depicted in Figure 23.  
Since the surface error is a result of the 
vibration of the machine axes and the 
features of the tool, the same tool will be 
used to machine the off-axis sphere. 
 

  Figure 22.  Interferometer shows the form 
error of 12.6 nm. 

 Figure 23.  The roughness of the on-axis 
sphere is 3.5 nm. 

 
11.4  SOFTWARE DEVELOPMENT 
 
The final task of this project is to build a software package that modifies the motion path of a 
high bandwidth actuator to significantly reduce phase and attenuation errors in the resulting non-
rotationally symmetric component of a three dimensional part geometry.  The 3D surface has 
been decomposed into a 2D cross-section that is swept out by the Cartesian axes of a diamond 
turning machine to produce a best-fit or mean surface of revolution.  High frequency, low 

   
 Figure 21.  On-axis sphere diamond turned on 

copper-plated blocks. 
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amplitude deviations from this path produce a non-rotationally symmetric (NRS) surface.  These 
deviations are programmed as the motion of a fast tool servo (FTS) axis that is mounted on one 
of the machine axes although not necessarily orthogonal or parallel to the direction of motion of 
that axis. 
 
11.4.1  DATA FORMATS 
 
A free-form 3D optical surface that has been decomposed into a surface of revolution and a non-
rotationally symmetric perturbation is the primary input to the software.  This predetermined 
decomposition is contained in an input text file that describes a surface in terms of a series of 
meridional curves, each of which is divided into a number of zones which join linear and circular 
sections.  Figure 24 shows a low resolution view of this web-like structure.  Each zone specifies 
the curvature along a segment of a line from the pole (or center) to the equator (or edge).  A 
series of these zones defines the curvature along the meridian.  A meridian thus represents one-
half of a cross section of a rotationally symmetric solid.  Multiple meridians are used to specify a 
non-rotationally symmetric solid as the umbra of the surfaces of revolution swept out by the 
constituent meridians.  That is, the resulting surface is defined by the top or highest point in the 
union of this collection of surfaces of revolution.  A single input file can contain multiple paths, 
each of which specifies a machining operation on the same workpiece.  The ordered sequence of 
these machining steps produces the final part surface. 
 

 
The deconvolution process can be applied to any selected NRS path in the input file and the 
remainder of the input file will be ignored and copied to the output file.  The start and end of 
each path description will be delimited with simple mnemonic text strings.  Similarly, the data 

Figure 24.  Spiral overlay of tool path on surface description web. 
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needed to specify tool locations along a meridian (i.e, the curvature of the surface along a line of 
longitude) will be delimited with text strings.  For each of these zones, the input file must contain 
the starting and ending coordinates as well as a radius and direction of curvature.  For a linear 
section a special case of zero radius is recognized.  The intent is to provide a flexible, free-form 
input format that is unambiguous and configurable by the user.  For example, all delimiting text 
strings will be stored in a preference file.  The format of output file will be identical to the input, 
except that the data within the selected path will be modified and the start-of-path text line will 
contain additional information to indicate that this path has been processed. 
 
The impulse response of the actuator will also be an input to the software.  The format of this 
data is a matrix of actuator displacements stored in a text file.  Each column of the file is a time 
sampled response to an impulse of specific amplitude and each row is the response to a specific 
frequency.  The information needed is the same as that shown graphically in Figure 5. 
 
11.4.2  ANALYSIS 
 
Analysis of a surface description with respect to the dynamics of an axis requires a 
representation of the surface in terms of the independent, synchronized motions of the axes with 
respect to time.  In this way the motions of each axis are decoupled and expressed as functions of 
a common parameter, time (t).  This parametric transformation is accomplished for a NRS 
surface by overlaying a spiral tool path on the meridional web structure as depicted in Figure 24.  
This spiral is defined by angular and radial velocities (i.e., spindle speed and cross-feed).  This 
spiral path can then be sampled at any frequency greater than the inverse of the product of the 
angular velocity and the number of meridians to obtain the desired tool path, yd[n].  Equations (3) 
or (5) can then be applied to generate a modified tool path. 
 
11.4.3  INTERPOLATION 
 
As can be seen from Figure 24, points on the spiral path do not always intersect the web structure 
and must be interpolated.  The accuracy of the unmodified tool path (i.e., its fidelity to the 
desired 3D surface) is limited by factors such as the number of meridians, the number of zones, 
the radius of the workpiece and the meridional and cross-meridional interpolation algorithms.  
Interpolation of the surface profile along a meridian is specified unambiguously for any given 
step length or cross feed velocity.  That is, it can be performed to any desired numerical 
accuracy.  Interpolation between points on adjacent meridians will utilize a spline smoothing 
algorithm that passes exactly through the longitudinal curves.  Various techniques (e.g., cubic 
spline, B-spline) and relaxation orders (e.g., spline stiffness) will be evaluated.  To convert the 
modified tool path from a spiral back into a web the interpolation process is reversed.  As a result 
of the deconvolution process both the number of meridians and the number of zones within a 
meridian may be increased and the zone boundaries and curvatures will be adjusted. 
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11.4.4  ANTICIPATED RESULTS 
 
Software 
 
Software will be developed to implement the deconvolution of a desired motion path with the 
dynamic response of an actuator to produce a modified tool path that effectively cancels the 
actuator dynamics.  The results are a dramatic improvement in tracking response and an increase 
in usable bandwidth.  The user interface will run on a PC under the WindowsTM operating system 
and process ASCII text files containing, 

1. Actuator impulse response data, 
2. Surface description data, 
3. Configuration parameters and user preferences. 

 
User Interface 
 
The user interface, data handling and analysis functions of the code will be contained in separate 
modules.  Additional parameters needed by the program at run time (spindle speed, cross-feed, 
etc.) will be provided by the user via the usual mechanisms of tool bar icons, check boxes, radio 
buttons, menus and numeric data fields typical of Windows-based software. 
 
Error Checking 
 
Error checking of all user selections will be performed and appropriate error messages displayed.  
Input files containing NRS paths with large amplitude and/or high velocity will be compared 
with the known range, velocity and acceleration limits of the actuator.  In some cases it may be 
possible to determine a modification of the parameter set (e.g., slowing down the spindle) that 
does not violate actuator constraints and allows the deconvolution to produce a useful modified 
signal. 
 
Output Display 
 
In addition to a text output file containing the modified command signals, three types of contour 
plots will be available for display, 

1. actuator amplitude, 
2. actuator velocity, 
3. actuator acceleration. 

 Each plot can be applied to an input surface description or the deconvolved surface description. 
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11.5  CONCLUSIONS 
 
Inverse dynamics algorithms in real-time were developed to adapt to varying machining 
conditions using the most recent parameters.  The optimal machining condition is assured when 
the Variform FTS functions within its operating range in which the velocity is less than its 
constraint of 140 mm/sec.  Out of this range, the Variform FTS loses its driving acceleration and 
distorts a sinusoid command signal to a triangle-like output motion.  Frequency spectrum 
analysis showed that the frequency response measurement became less accurate.  The measured 
response contained significant attenuation with respect to the actual tool excursion. 
 
The LVDT implements a 2nd order internal filter on the position measurement resulting in a lag 
behind the actual tool motion.  This hidden response can be measured by a capacitance gage and 
compensated using the proposed inverse dynamics algorithm.  
 
Real-time deconvolution was formulated in two approaches.  First, the short-time Fourier 
transform applied to a sliding window function over a desired excursion and deconvolved with 
the dynamic response in the frequency domain.  Simulation of the corrective scheme under a 
fixed machining condition indicated that the steady-state form errors associated with a modified 
input command were significantly reduced after an approximately 75 ms startup interval.  
Experiments without a real-time machining parameter feedback made use of a Real-Time 
Workshop and a dSPACE (RS1104) data acquisition board showing similar results to the model.  
However, the path error was greater than that of the simulation.  The causes are still under 
investigation. 
 
The second approach is to construct an equivalent inverse dynamics filter.  Complication of the 
deconvolution operation is now implemented as a convolution operation (or multiplication in the 
frequency domain).  Block convolution using overlap-add and overlap-save methods was 
introduced to develop the inverse dynamics algorithm in real-time.  This approach yields a 
simpler as well as faster implementation than the STFT method. 
 
An off-axis sphere was selected as a surface-machining test of both deconvolution schemes.  
Form error measured with spheres machined on-axis illustrate the best features obtainable using 
the ASG-2500 diamond turning machine.  The form error (rms) was 12.5 nm and the surface 
roughness was 3.5 nm.  The off-axis sphere will be machined in the near future both with and 
without applying the deconvolution techniques and the results compared with the on-axis 
spheres. 
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ACADEMIC PROGRAM

Problems and limitations associated with precision manufacturing can originate in the machine, the
process, or the material.  In fact, most problems will probably be caused by a combination of these
factors.  Therefore, improvement of current processes and development of new manufacturing
methods will require knowledge of a multi-disciplinary array of subjects.  The educational goal of
the Precision Engineering Center is to develop an academic program which will educate scientists
and engineers in metrology, control, materials, and the manufacturing methods of precision
engineering.

The graduate students involved in the Precision Engineering Center have an annual stipend as
research assistants.  They can take up to 3 classes each semester while spending about 20 hours per
week on their research projects.  These students also work in the Center full-time during the
summer months.

The Precision Engineering Center began in 1982 with an emphasis on the mechanical engineering
problems associated with precision engineering.  As a result, the original academic program
proposed was biased toward courses related to mechanical design and analysis.  However, as the
research program has developed, the need for complementary research in sensors, materials, and
computers has become obvious.  A graduate student capable of making valuable contributions in the
computer area, for example, will require a significantly different academic program than in
mechanical engineering.  For this reason, the Center faculty have set a core curriculum and each
student in the program is required to take at least 3 of these core courses.  The remainder of the
courses for the MS or the PhD degree are determined by the university or department requirements
and the faculty committee of the student.

The required courses are:

• MAE 545 Metrology in Precision Manufacturing
• PY 516 Physical Optics
• MAT 700 Modern Concepts in Materials Science
• CSC (ECE) 714 Real Time Computer Systems
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PhD DEGREE PROGRAM

The PhD program in Precision Engineering has been set up as a multi-disciplinary program,
drawing upon courses throughout the University to provide background and expertise for the
students.  It should contain required courses to insure solid grounding in the fundamentals plus
electives to prepare the student in his area of specialization.  Because Precision Engineering is
concerned with an integrated manufacturing process, students interested in computer control,
materials, machine structure, and measurement and actuation systems are involved in the program.
Student research projects include the wide variety of topics addressed in this report.  Each student's
thesis should have an experimental component because Precision Engineering is basically a hands-
on technology.

MS DEGREE PROGRAM

The Master of Science degree will have a higher percentage of application courses than the PhD
degree.  The emphasis will be to develop the foundation for involvement in precision engineering
research and development.  A total of 30 credits including 6 credits for the MS thesis is required.
The thesis, while less comprehensive than the PhD dissertation, will be directed at important
problems in Precision Engineering.  Typically the MS program will take four semesters plus one
summer.

UNDERGRADUATE PROGRAM

The undergraduate degree broadly prepares an engineering student for industrial activities ranging
from product design and engineering sales to production implementation.  Because a large share of
engineers only have the BS degree, these will be the people who must implement the new
technology developed in research programs like the Precision Engineering Center.  Therefore, a
way must be found to acquaint engineers at the BS level with the techniques, problems, and
potential of precision manufacturing.

In most undergraduate degree programs only limited time is available for technical electives.
However, these electives offer the student the opportunity to expand his knowledge in many
different directions.  Beginning graduate courses (such as metrology) can be used as undergraduate
electives.  
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Undergraduate projects and summer employment have also been utilized to include undergraduate
students into the research program of the Center.  During the 1998-1999 academic year, four
undergraduate students in Mechanical Engineering were involved various projects at the PEC.

STUDY PLANS

Study plans for several example students are given below both for the MS and the PhD degree.
Because of the breadth of the field and the wide range of thesis topics, few if any study plans will
be exactly the same.  The plan will depend upon the student's background, his interests, his thesis
topic, the department, and the chairman and members of his committee.  

PhD  PROGRAM IN MECHANICAL ENGINEERING

Major Courses:

• MAE 740 Advanced Machine Design I
• MAE 741 Advanced Machine Design II
• MAE 706 Heat Transfer Theory & Applications
• MAE 713 Principles of Structural Vibration
• MAE 760 Computational Fluid Mechanics and Heat Transfer
• MAE 545 Metrology in Precision Manufacturing
• MAE 715 Nonlinear Vibrations
• MAE 716 Random Vibration
• MAE 714 Analytical Methods in Structural Vibration
• MAE 742 Mechanical Design for Automated Assembly
• MAE 895 Doctoral Dissertation Research

Minor Courses:

• MA 511 Advanced Calculus I
• MA 775 Mathematical Methods in the Physical Sciences I
• CSC 780 Numerical Analysis II
• PY 516 Physical Optics
• ECE 716 System Control Engineering
• MAT 700 Modern Concepts in Materials Science
• ECE 726 Advanced Feedback Control
• ECE 764 Digital Image Processing
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PhD  PROGRAM IN MATERIALS ENGINEERING

Major Courses:

• MAT 710 Elements of Crystallography and Diffraction
• MAT 700 Modern Concepts in Materials Science
• MAT 556 Composite Materials
• MAT 715 Transmission Electron Microscopy
• MAT 795 Defect Analysis/Advanced Materials Experiments
• MAT 753 Advanced Mechanical Properties of Materials
• MAT 712 Scanning Electron Microscopy
• MAT 895 Doctoral Dissertation Research

Minor Courses:

• PY 414 Electromagnetism I
• ST 502 Experimental Statistics for Engineers I
• MAE 740 Advanced Machine Design I
• MAE 741 Advanced Machine Design II
• MAE 545 Metrology in Precision Manufacturing
• PY 516 Physical Optics
• MA 401 Applied Differential Equations II

PhD  PROGRAM IN ME (FOR STUDENT WITH MS DEGREE)

• ECE 716 System Control Engineering
• ECE 791 Gate Array Design
• MAT 700 Modern Concepts in Materials Science
• PY 516 Physical Optics
• MA 502 Advanced Mathematics for Engineers and Scientists II
• MA 775 Mathematical Methods in the Physical Sciences I
• MA 780 Numerical Analysis II
• MAE 732 Fundamentals of Metal Machining Theory
• MAE 740 Advanced Machine Design I
• MAE 741 Advanced Machine Design II
• MAE 545 Metrology in Precision Manufacturing
• MAE 716 Random Vibration
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MS PROGRAM FOR ME STUDENT

• MAE 713 Principles of Structural Vibration
• MAE 740 Advanced Machine Design I
• MAE 545 Metrology in Precision Manufacturing
• MAT 700 Modern Concepts in Materials Science
• PY 516 Physical Optics
• MA 501 Advanced Math for Engineers and Scientists I
• MA 502 Advanced Math for Engineers and Scientists II
• MAE 695 Master's Thesis Research

MS PROGRAM FOR COMPUTER SCIENCE STUDENT

• CSC 501 Operating Systems Principles
• CSC 506 Architecture of Parallel Computers
• CSC 512 Compiler Construction
• ECE 521 Computer Design and Technology
• CSC 715 Concurrent Software Systems
• MAE 545 Metrology for Precision Manufacturing
• MAE 789 Digital Control Systems
• ECE 764 Digital Image Processing

MS PROGRAM FOR MATERIALS SCIENCE STUDENT

• MAT 700 Modern Concepts in Material Science
• MAT 710 Elements of Crystallography and Diffraction
• MAT 715 Transmission Electron Microscopy
• MAT 712 Scanning Electron Microscopy
• MAT 722 Advanced Scanning Electron Microscopy and Surface Analysis
• MAE 545 Metrology for Precision Manufacturing
• PY 516 Physical Optics
• ECE 738 IC Technology and Fabrication
• MAT 695 Master's Thesis Research
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MS PROGRAM FOR PHYSICS STUDENT

• PY 516 Physical Optics
• PY 552 Introduction to Structure of Solids I
• PY 753 Introduction to Structure of Solids II
• PY 781 Quantum Mechanics I
• PY 782 Quantum Mechanics II
• PY 783 Advanced Classical Mechanics
• PY 785 Advanced Electricity and Magnetism I
• PY 786 Advanced Electricity and Magnetism II
• MAT 700 Modern Concepts in Material Science
• MAE 545 Metrology for Precision Manufacturing
• PY 695 Master's Thesis Research

SHORT COURSES AND TV COURSES

Six graduate level courses: Scanning Electron Microscopy (MAT 712), Advanced SEM Surface
Analysis (MAT 722), Modern Concepts in Material Science (MAT 700), Mechanical Properties of
Materials (MAT 705), and Metrology (MAE 545) have been offered as video courses nationwide
via National Technological University.  In a typical year, approximately 120 students from industry
and national laboratories participate in these courses.  Future plans call for a MS program in
Precision Engineering to be offered via the television network.

TECHNICAL REPORTS

Volume 1 - 1983 December 1983 136 pages
Volume 2 - 1984 January 1985 168 pages
Volume 3 - 1985 January 1986 294 pages
Volume 4 - 1986 January 1987 255 pages
Volume 5 - 1987 December 1987 336 pages
Volume 6 - 1988 December 1988 362 pages
Volume 7 - 1989 March 1990 357 pages
Volume 8 - 1990 March 1991 385 pages
Volume 9 - 1991 March 1992 382 pages
Volume 10 - 1992 March 1993 289 pages
Volume 11 - 1993 March 1994 316 pages
Volume 12 - 1994 March 1995 268 pages
Volume 13 - 1995 January 1996 251 pages
Volume 14 - 1996 January 1997 232 pages
Volume 15 - 1997 January 1998 298 pages
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Volume 16 – 1998 January 1999 258 pages
Volume 17 – 1999 January 2000 232 pages
Volume 18 – 2000 January 2001 274 pages
Volume 19 – 2001 January 2002 201 pages
Volume 20 – 2002 January 2003 328 pages
Volume 21 -  2003 January 2004 208 pages
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PUBLICATIONS
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International Symposium on Smart Structures and Materials, San Diego, CA, March 2003.

5. Dow, T.A., Miller, E. and Garrard, K., “Tool Force And Deflection Compensation For Small
Milling Tools”, Precision Engineering- Journal of the International Societies for Precision
Engineering and Nanotechnology, Vol 28, No 1, pg 31-45, January 2004.
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International Mechanical Engineering Congress (IMECE2003), Washington, D.C.,
November 15–21, 2003.

8. Garrel, M. G., A. J. Shih, E. Lara-Curzio, R. O. Scattergood, "Finite-Element Analysis of
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Properties of Nylon Bonded Nd-Fe-B Permanent Magnets", Journal of Magnetism and
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“An automated knot tying device for minimally invasive, robot assisted (MIRA) cardiac
surgery”, Proceedings of the International Society of Cardio-Thoracic Surgeons 13th World
Congress, November 2-5, 2003, San Diego, CA (will also be published in the Journal of
Cardiothoracic Surgery).

13. Kong, J., M. Bakkal, S. F. Miller, R. O. Scattergood, and A. J. Shih (2003) "Temperature
Measurement in Ceramic Grinding, Machining of Bulk Metallic Glass, and Electrical
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Removal Processes, Stillwater, Okalahoma, June 2003.
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McSpadden (2003) "Cost-Effective Form Grinding of Zirconia using Silicon Carbide Wheels
and Ceramic Grinding Temperature Measurement," 2003 NSF Design, Service and
Manufacturing Grantees and Research Conference, Birmingham, Alabama, Jan. 6-9, 2003.

15. Qu, J., L. Reister, A. J. Shih, R. O. Scattergood, E. Lara-Curzio, "Nanoindentation
Characterization of Surface Layers of Electrical Discharge Machined WC-Co", Materials
Science and Engineering: A, vol. A344, 125, 2003.

16. Panusittikorn W., K.P. Garrard and T.A. Dow, "Error Compensation Using Inverse Actuator
Dynamics", Proceedings of the ASPE 2003 Annual Meeting, pp. 107-110.

17. Randall, T., P.I. Ro and R. Scattergood, “Characterizing Residual Stress in Scribes on Silicon
using Deflection Measurements”, Proceedings of the ASPE 2003 Annual Meeting, vol. 30, pp
71-74, October 2003.

18. Saadat, S.A., G.D. Buckner, T. Furukawa, and M.N. Noori, “An Intelligent Parameter
Varying (IPV) Approach for Non-linear System Identification of Base Excited Structures”,
International Journal of Non-Linear Mechanics, vol. 39, no. 6, pp. 993-1004, 2004.

19. Saadat, S.A., G.D. Buckner, T. Furukawa, and M.N. Noori, “An Intelligent Parameter
Varying (IPV) Approach for Non-linear System Identification of Base Excited Structures”,
SPIE’s 10th Annual International Symposium on Smart Structures and Materials, San Diego,
CA, March 2003.

20. Saadat, S.A., G.D. Buckner, and M.N. Noori, “An Intelligent Parameter Varying Approach
For Structural Health Monitoring and Damage Detection”, Proceedings of the Ninth
International Conference on Applications of Statistics and Probability in Civil Engineering
(ICASP9), San Francisco, CA, July 6-9, 2003.
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McSpadden, "Grinding of Zirconia using the Dense Vitreous Bond Silicon Carbide Wheel",
Journal of Manufacturing Science and Engineering, vol. 125, 297, 2003.

22. Sohn A., and K.P. Garrard, “Tip Waviness Compensation in a Polar Profilometer,”
Proceedings from the ASPE 2003 Annual Meeting, VOL. 30, pp 355-358, October 2003.

23. Stevens, J.M.  and G.D. Buckner, “Intelligent control of a micro-manipulator actuated with
shape memory alloy tendons”, SPIE’s 10th Annual International Symposium on Smart
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24. Stevens, J., G. Buckner, J. Kuniholm, W. Nifong, M. Orrico, P. Douglas, and R. Nering,
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International Society of Cardio-Thoracic Surgeons 13th World Congress, November 2-5,
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