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SUMMARY

The goals of the Precision Engineering Center are: 1) to improve the understanding and capability of precision metrology, actuation, manufacturing and assembly processes; and 2) to train a new generation of engineers and scientists with the background and experience to transfer this new knowledge to industry. Because the problems related to precision engineering originate from a variety of sources, significant progress can only be achieved by applying a multidisciplinary approach; one in which the faculty, students, staff and sponsors work together to identify important research issues and find the optimum solutions. Such an environment has been created and nurtured at the PEC for over 22 years; the new technology that has been developed and nearly 100 graduates attest to the quality of the results.

The 2004 Annual Report summarizes the progress over the past year by the faculty, students and staff in the Precision Engineering Center. During the past year, this group included 7 faculty, 13 graduate students, 1 undergraduate student, 2 full-time technical staff members and 1 administrative staff member. Representing two different Departments from the College of Engineering, this diverse group of scientists and engineers provides a wealth of experience to address precision engineering problems. The format of this Annual Report separates the research effort into individual projects; however, this should not obscure the significant interaction that occurs among the faculty, staff and students. Weekly seminars by the students and faculty provide information exchange and feedback as well as practice in technical presentations. Teamwork and group interactions are a hallmark of research at the PEC and this contributes to both the quality of the research as well as the education of the graduates.

The summaries of individual projects that follow are arranged in the same order as the body of the report, that is the five broad categories of 1) design, 2) fabrication, 3) metrology, 4) actuation and 5) control.

1) DESIGN

The emphasis of the metrology projects has been to develop new techniques that can be used to predict surface shape as well as measure important parameters such as tool force.

Design Tools For Freeform Optics

Freeform optical surfaces can be used to control astigmatism at multiple locations in an image. As a result, a freeform surface may replace multiple spherical and aspheric reflective components in a complex optical system. Unfortunately, designers have been reluctant to use freeform or even aspheric surfaces, in most systems, because of the difficulty of obtaining optics that meet form and finish requirements at acceptable cost. A project is in progress with Optical Research Associates (ORA), the producers of CODE V, to remedy this obstacle by providing feedback to the designer on the manufacturability of an optical surface as part of the design
process. Additional parameters such as surface sag, relative cost estimates and allowable form errors can now be included in the system optimization process.

**Surface Deconvolution for Diamond Turning**

Free-form optical systems can be fabricated using a Diamond Turning Machine (DTM) and a Fast Tool Servo (FTS). The DTM creates the rotationally symmetric component and the FTS simultaneously adds the Non-Rotationally Symmetric (NRS) component to create the desired surface shape. Synchronization between the DTM axes and the FTS is critical if the correct freeform shape is to be produced. The errors caused by the FTS dynamics can be corrected if they are known, repeatable and used to modify the input command to the actuator. The concept for determining the modified input command is known as deconvolution and is a standard element of digital signal processing. It is a form of feed-forward control, but the entire tool path is used to create the modified signal rather than the current value. As a result, the command is not related to the position feedback, so there is no delay in the response. Two demonstrations are presented, an off-center sphere and a cosine wave. For each shape, the surface produced was dramatically improved when compared with the uncompensated shape.

**2) Fabrication**

Fabrication of precision components is an emphasis area for the PEC. Current projects include machining of single crystal silicon, MEMS devices and freeform optics.

**Analysis Of High Pressure Phase Transformations in Single Crystal Silicon**

Diamond cubic silicon (Si-I) is a brittle material under standard temperature and pressure, but when exposed to a high pressure environment, the crystal structure transforms into a ductile T-tin metallic phase (Si-II). Once the Si-II is unconstrained, it back-transforms into multiple forms of Si, mainly amorphous Si (a-Si) and Si-I. This transformation allows silicon to be machined without brittle fracture occurring, but the back transformation alters the surface (~500 nm in depth). In situ analysis of this transformation during the manufacturing process is impractical. Using transmission electron microscopy (TEM), specifically cross sectional TEM (XTEM) and Raman spectroscopy, a portrait can be formed of how and why the transformations occur.

**Micromachining using EVAM**

The goal of this research is to demonstrate Elliptical Vibration Assisted Machining (EVAM) as a 3-D micro-structuring tool for MEMS applications. While many MEMS (MicroElectroMechanicalSystems) devices are fabricated using silicon etching techniques developed for the microelectronics industry, micro-machining is an attractive alternative because of its low start-up cost relative to other capital-intensive MEMS technologies, applicability to a wide range of materials, high flexibility of feature geometry and low cost for prototype manufacturing. The Ultramill Elliptical Vibration Assisted Machining (EVAM) system has unique capabilities among micro-machining techniques. Its features include zero runout and a
tunable vibrating tool path. Three-dimensional structures with 15 µm plan-view features, 500 nm elevation features, and 20 nm RMS surface finish have been achieved on a 200 µm part scale.

**Live Axis Diamond Turning**
The term Live-Axis turning (LAT) has been coined to describe a lightweight, linear-motor driven, air bearing slide that can be used to fabricate non-rotationally symmetric optical components. The system described is the result of a joint effort by the PEC and Precitech to create a long-range fast tool servo to fabricate future NASA optics. The slide uses a triangular cross-section, lightweight (0.6 Kg) honeycomb aluminum piston driven by a linear motor (27 N maximum force) resulting in an acceleration capability of 45 g. The LAT axis has been mounted on a Nanoform 600 diamond turning machine and both flat surfaces and tilted flat surfaces have been machined. The flat surfaces had surface finishes of 75 nm rms and the tilted flat surfaces, using a maximum stroke of ±2 mm at 20 Hz, had a surface finish of 240 nm rms. Current efforts are centered on the control system to improve the surface finish and figure error.

**3) METROLOGY**
Metrology is at the heart of precision engineering – from measuring fabricated parts to calibration artifacts to dynamic system characterization. Several of these areas have been addressed in research programs.

**Metrology Artifact Design**
After a part has been manufactured, the part is measured to determine whether it is within its tolerance region. These measurements are often taken on Coordinate Measuring Machines (CMMs). Traditionally, a calibration artifact determines the static influences of the machine such as machine geometry. The goal of this project is to design and fabricate a calibration artifact that will test the CMM dynamically and determine the effects of those influences. The artifact developed is a ring gauge to represent the typical size of parts manufactured by the Y-12 National Security Complex (Y-12). On the ring gauge, small swept sine wave features are placed on the inside and outside diameter. A swept sine wave is a sine wave that continuously varies its frequency. The range of frequencies creates a window for evaluation of the machine capabilities. By knowing the magnitude and phase characteristics of the dynamic system, the operator can make decisions referring to the machine’s capabilities based on the measurement speed.

**Fast Tool Servo Dynamic Performance Measurement**
Getting the most from an actuator is the goal of most servo designs. However as the operating frequency increases, gain and phase issues change the actual motion of the actuator from the desired path. Deconvolution techniques seek to identify the dynamics of the actuator and find a modified signal, that when sent through the actuator, will produce the desired path. The
deconvolution algorithm requires accurate knowledge of the system dynamics; that is, the gain and phase of the outlet motion compared to the inlet command for an open-loop or a closed loop system. This section describes a method developed to find the dynamics of a Variform fast tool servo (FTS). A LabView program was developed to generate the appropriate range of input frequencies and amplitudes, send commands to the Variform, collect the resulting motion data and generate the system dynamics.

4) ACTUATION
Implementation of techniques to move or control the position of an object requires a well-characterized actuator that fits the range and resolution of the application. In the past, emphasis has been placed on actuators for real-time control, but other applications such as transporting components for assembly are equally important.

Non-Contact Transportation using Flexural Ultrasonic Wave
A new non-contact transportation system is being designed at the Precision Engineering Center. The system is based on NFAL (Near-Field Acoustic Levitation) and near boundary streaming. In this report, background knowledge is introduced about applications of NFAL and near boundary streaming. Two experiments have been set up at the PEC, one is to check the validity of NFA, and the other is to design a non-contact transportation system. Theoretical approaches are then introduced and finite element analysis is used to conduct modal and transient analysis.

5) CONTROL
Control of a precision fabrication processes involves both the characterization of the electromechanical system and the selection of hardware and software to implement the control algorithm.

Two-Axis Force-Feedback Deflection Compensation Of Miniature Ball End Mills
Correction for bending deflection of small (sub-millimeter diameter) milling tools was the focus of this project. This scheme was implemented on a high-speed, air-bearing spindle capable of speeds up to 60,000 rpm. This spindle was suspended on a pair of load cells and the real-time cutting force in two dimensions was determined based on the readings of each load cell and knowledge of the dynamic response of the spindle. Measurements from the two load cells can be combined to produce accurate (+/- 0.2 N) cutting force estimates. The load cell supported spindle was mounted on flexure guided piezoelectric actuators that incorporated closed loop capacitance gage feedback for position commands. This system can respond to the real-time cutting forces on the tool and produce the appropriate motion to compensate for tool deflection errors in two orthogonal directions. Through the use of this self-contained spindle actuator and force measurement system, form errors were reduced from 10-15 µm for a fixed spindle to 2-3µm using closed loop force feedback. An overall reduction of 75% in form error was achieved thru the implementation of force feedback machining.
Freeform optical surfaces can be used to control astigmatism at multiple locations in an image. As a result, a freeform surface may replace multiple spherical and aspheric reflective components in a complex optical system. Unfortunately, designers have been reluctant to use freeform or even aspheric surfaces in most systems because of the difficulty of obtaining optics that meet form and finish requirements at acceptable cost. A project is under way with Optical Research Associates (ORA), the producers of CODE V, to remedy this obstacle by providing feedback to the designer on the manufacturability of an optical surface as part of the design process. Additional parameters such as surface sag, relative cost estimates and allowable form errors can now be included in the system optimization process.
1.1 INTRODUCTION

Advanced optical systems play a pivotal role in military applications, including advanced optical telescopes and imaging LADARs (LAser Detection And Ranging). Optics provide the eyes for imaging, surveillance, detection, tracking and discrimination. Therefore, improvements in optical design and fabrication are important targets for research and development efforts. One such improvement is the inclusion of freeform elements in optical designs. A recent NASA imaging spectrometer (IRMOS) utilized freeform surfaces to help reduce the size of the system by an order of magnitude [1]. Significant reductions in size can dramatically reduce the use of exotic materials such as beryllium. The ensuing mass reductions provide enhanced performance for space systems and interceptors that require high accelerations in order to reach their targets at the correct point in trajectory. Freeform surfaces can also be used to control astigmatism at multiple locations in the field of view and thus reduce wavefront aberration.

To make these advanced optical systems available for commercial and defense applications, an enhanced design environment is needed; one that gives the designer feedback on the manufacturability of the design as well as the optical performance. This environment needs a fundamentally new figure of merit to simultaneously predict optical performance and fabrication complexity. The core of this design environment is the subject of a Phase I STTR that has recently been funded by the Missile Defense Agency (MDA).

The goal for this project is the creation of optical design software that, for the first time, optimizes both traditional optical performance measures and new manufacturing specific process metrics to leverage recent advances in design and fabrication capabilities for freeform optical components. Coupled with existing commercially available optical design capabilities, this new software will enable optical system designers to deploy cost effective freeform surface shapes (through minimization of optical design effort, manufacturing setup and machining time) for use in advanced multi-band (IR and visible) imagery systems. Designers will be able to create advanced optical systems to meet the evolving requirements of MDA while ensuring that they are producible. This project will combine the capabilities of the foremost optical design house, Optical Research Associates (ORA), with the unique freeform design, fabrication and metrology experience of the Precision Engineering Center (PEC).

1.2 OPTICAL DESIGN FOR MANUFACTURING

This project involves the transfer of technology from the PEC to ORA with the goal of providing the optical designer with timely feedback on the manufacturing feasibility and cost of design options. By incorporating knowledge of the capabilities and limitations of fabrication technologies into the design optimization software, the class of available surfaces can be
extended to include freeform geometries. Initially, the scope of this work is limited to diamond machining with a fast tool servo and off-axis conic surfaces.

1.2.1 OPTICAL DESIGN

The selection of elements and element locations for a new optical design is driven by optical performance and packaging requirements. The designer can employ reflective, refractive or diffractive elements whose shapes can be planar, spherical, aspheric or freeform. However, once an acceptable design is conceived, manufacturing and assembly issues determine its viability. The cost to change the design is lowest in the early stages and is increasingly expensive as the effort proceeds from concept to product. If the designer has feedback on the manufacturability of the elements early in the design process, the quality of the final design can be improved.

For a design that consists of a series of spherical elements, a large body of information is available regarding manufacturability – material compatibility, geometry limitations, delivery and cost. Aspheric designs are less common, but fabrication capabilities to generate such surfaces are available. However, freeform surface fabrication capabilities are very limited. While some of the available optical software can deal with such shapes, no feedback is available to the designer on either the feasibility or the cost to create such a surface. Hence, most designers tend to avoid freeform shapes, even if they would simplify the design, reduce the number of components, improve the imaging performance, shorten the assembly time, and decrease the cost.

1.2.2 FABRICATION

Freeform optical surfaces have no axis of symmetry and, as a result, this surface shape is a function of both radius (r) and angular position (θ). To produce such a surface, an additional degree of freedom is needed. This has been done by driving the machine tool axis as a function of r and θ (typically a big, heavy axis and thus the spindle speed must be low and production times tend to be long) or adding an auxiliary axis (Fast Tool Servo - FTS) to move the tool. Auxiliary axes can be obtained with strokes from 5 µm to several mm and operating frequencies from 1 KHz to 2 Hz respectively.

A fast tool servo on a Diamond Turning Machine (DTM) is the most efficient way to produce freeform shapes in diamond turnable materials. The FTS can be programmed to create surfaces that are a function of DTM axes positions as well as the spindle angular position as illustrated in Figure 1. The shape of the freeform part can be divided into rotationally symmetric (RS) and non-rotationally symmetric (NRS) components as illustrated in Figure 2 and the decomposition can have a major impact on the fabrication process. The creation of these two components (not
necessarily unique) is a technical challenge that has been addressed at the Precision Engineering Center (PEC) at NC State University and will be incorporated in this project [2].

**Figure 1.** Coordinate system for machining an off-axis freeform surface with a fast tool servo.

**Figure 2.** Off-axis conic segment (a), and its decomposition into symmetric (b) and non-symmetric (c) components for machining on-center. Note the 100x increase in amplitude scale for the non-symmetric component.

The main axes of the DTM (X and Z) create the symmetric component (function of radius, r) while the FTS adds the non-symmetric component (function of angular location, \( \theta \), as well as radius, r). As the tool feeds from the outside of the part to the center, the linear axes of the lathe move the tool along the correct asphere (Figure 2b) and the fast tool servo simultaneously moves the tool in the W direction to add the \((r, \theta)\) component (Figure 2c) that will create the desired optical shape (Figure 2a). The range and bandwidth of the FTS will dictate the feed rate and maximum spindle speed, which will have a direct bearing on the time and cost to fabricate the surface.
1.2.3 **ASTIGMATISM FROM OBLIQUE RAYS**

An optical wavefront acquires aberration, especially astigmatism, when it reflects obliquely off a curved mirror that is locally rotationally symmetric. This means that the surface is rotationally symmetric about the normal vector at a point intersected by the central ray in the beam. Because of the obliquity, the mirror appears to have more power in the direction of the field angle. A fan of rays in the plane of the field angle will focus closer to the mirror than a fan of rays in the orthogonal direction. The axial separation of the best focus for horizontal and vertical ray fans is a measure of astigmatism. For a locally rotationally symmetric mirror, a field angle whose chief ray is coaxial with the mirror axis (normal incidence) is the only field angle where there is no astigmatism. Otherwise, astigmatism increases as the square of the field angle. Controlling astigmatism in systems with off-axis fields can be accomplished by including one or more non-rotationally symmetric elements in the design. This usually results in a more compact optical layout as well.

![Diagram](image_url)

**Figure 3.** Optimized image quality for a 3-mirror anastigmat imager (left) has more than twice as much astigmatism across the full-field using symmetric surfaces (center) as can be achieved with freeform surfaces (right).

1.2.4 **BENEFITS OF FREEFORM SURFACES**

To avoid astigmatism at a single off-axis field angle, what is needed is a locally anamorphic surface (i.e., not rotationally symmetric about the local surface normal), with a longer radius in the field angle direction than in the orthogonal direction. With an off-axis field, replacing a rotationally symmetric surface with a freeform surface allows the vertical and horizontal fans of rays to focus at the same point. Figure 3 shows a representative unobscured mirror system with associated astigmatism maps across the extended field of view for both the locally rotationally symmetric and freeform versions of the system. The length of the lines in the figure indicates the magnitude of the astigmatism. Note there are two nodes (points where the aberration is zero) in the field. In this illustration, one can zero out the astigmatism for two off axis field angles...
(mirror images of each other), but for a range of field angles one cannot exactly zero the astigmatism. Distortion and coma also have this nodal behavior. Thus a key benefit of using freeform surfaces is that they offer the designer the ability to control both the number and position of aberration nodes within the field of view. This level of control allows us to reduce the worst-case wavefront aberration.

1.2.5 MODELING FREEFORM SURFACES

There are at least two ways to model locally anamorphic power. One is to take an axially symmetric surface and add tilt, decenter, and asphericity. In that case, the vertex of the surface may be far off of the working aperture and the tilt angle may be large. However, it is simpler and more efficient to model the surface without such an extreme tilt and decenter. This can be accomplished by modeling the surface directly as an anamorphic function such as an aspheric toroid. This method of modeling can also help the fabrication process. The freeform surface can be thought of as decomposition into an axially symmetric surface plus NRS deformations. If the axis of symmetry, if the rotationally symmetric portion is in or near the working aperture, then fabrication is easier using a spindle-based method in which the part rotates about an included axis.

1.2.6 OPTIMIZATION MERIT FUNCTIONS

When a freeform surface is to be utilized, the designer needs tools to evaluate the feasibility and cost of manufacture. The designer also requires techniques for quantifying these criteria, so they can be incorporated into an optimization strategy that permits simultaneous control of manufacturing issues and overall optical quality. The mathematical foundation for evaluating manufacturing cost has been developed at the PEC for off-axis conic surfaces to be machined on-center [3].

This algorithm decomposes the surface into a best-fit aspheric shape and a nonrotationally symmetric component that together create the required surface. The algorithm attempts to minimize the sag of the non-rotationally symmetric component to limit the dynamic range of the fast tool servo and maximize machining speed. In its current form, this software can be used to analyze an existing design, but it cannot be included in the optimization process to facilitate the generation of improved optical designs.

The project objective is to create new software algorithms that tie together the mathematical surface decompositions for machining off-axis conic sections, that are machined on-center using a FTS, with the optical design environment using automated optimization techniques. To accomplish this, fundamental relationships must be discovered that will allow the creation of merit functions to be used within the optimization environment to produce the best (in terms of
manufacturability and cost) decomposition of the symmetric and asymmetric components of the desired surface shape. This research will quantify the freeform optical manufacturing processes and create a new capability in optical computer aided design (OCAD) software tools to support manufacturing. The software developed will be the foundation for a future effort to prototype a working optical system that includes freeform elements.

The algorithms and design environments to be explored during this effort will assist an optical designer in the development of freeform optical components by providing timely feedback on the feasibility of fabrication. The class of optics to be addressed is freeform optics that can be machined using a fast tool servo. The software will:

- Provide feedback on the FTS range of motion required to machine the optical surface,
- Compare the range to available diamond turning machine systems,
- Estimate the fabrication time,
- Incorporate manufacturing parameters into the optical optimization process,
- Produce output files that decompose the surface into best-fit asphere and NRS parameters suitable for downloading to a manufacturing process, and
- Estimate machining errors associated with the chosen process for fabrication.

1.3 PLAN OF WORK

The project will develop an integrated design and optimization environment that brings together, for the first time, the existing optical performance predictions with automated feedback of manufacturing costs of FTS machined freeform surfaces. Schematically, the project will create the environment shown in Figure 4.

The proposed work plan is intended to prove the feasibility of practical and cost effective use of freeform surfaces for off-axis systems, where such surfaces would produce substantially less spherical aberration, astigmatism, distortion, coma and higher order aberrations such as trefoil and oblique spherical aberration. These surfaces would also enable the design of systems with lower overall wavefront error. To accomplish this goal, algorithms to enable process-aware optimization of optical performance will be created by first decomposing freeform surfaces into axially symmetric and anamorphically deformed component shapes and then controlling those shapes using manufacturing metrics though a set of intrinsic functions. Once this task is completed, novel verification and visualization methods must be created that will quantify the quality of the resulting surface manufacture. Each of these accomplishments will require innovation. The technical risks of creating a viable design and manufacturing process that will provide the imaging benefits of freeform surfaces are substantial, due primarily to the challenge of developing metrics that quantify the manufacturing impacts in ways that allow the metrics to be used effectively with existing, highly quantitative metrics such as image quality. As
discussed, the benefit of using freeform surfaces in the design of unobscured mirror systems, typical of systems designed for surveillance, target detection, tracking and discrimination, is to reduce the overall level of aberrations in the system.

![Figure 4. Integration of freeform surface decomposition with automatic optimization.](image)

### 1.4 DECOMPOSITION OF OFF-AXIS CONICS

The class of surfaces considered for this project is off-axis conic segments machined on-axis. This builds on prior work done for Oak Ridge, Y-12. Such surfaces can be decomposed algebraically as shown below. Extension to biconic shapes, including toroids, is straightforward. Future work will consider more general analytic surfaces as well as freeform shapes represented numerically as a collection of 3D Cartesian data points. The goal of this task is to provide ORA with code implementing the surface decomposition that can be used by the CODE V optimization merit function. This allows the optical design software to include fabrication information (e.g., NRS sag) as part of the weighted figure of merit for a design.

#### 1.4.1 THEORY

The decomposition of the general, aspheric optics equation into rotationally symmetric ($\rho$ dependent) and non-rotationally symmetric ($\rho, \theta$ dependent) components, suitable for on-axis fabrication of off-axis conic segments with a fast tool servo, is described below. The solution minimizes the range of motion required by the fast tool servo by optimizing the angle of tilt between the surface and the axis of rotation. The best fit asphere is also derived as a radial polynomial.

The derivation of the surface equations and the method of dividing the total surface into rotationally symmetric (RS) and non-rotationally symmetric (NRS) components follows. The
The general equation of an optical surface of revolution about the $z$ axis can be written in Cartesian coordinates as,

$$z = \frac{c \rho^2}{1 + \sqrt{1 - (k + 1)c^2 \rho^2}} + a_4 \rho^4 + a_2 \rho^6 + a_8 \rho^8 + \cdots$$  \hspace{1cm} (1)

where $\rho^2 = x^2 + y^2$ and $c$ is the curvature of the conic at its vertex. The $a_i$'s are coefficients of an aspheric deformation polynomial. The constant, $k$, is related to the eccentricity of the conic and defines its shape as shown in Table 1.

**Table 1. The Conic Constant**

<table>
<thead>
<tr>
<th>Surface</th>
<th>$k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hyperboloid</td>
<td>$k &lt; -1$</td>
</tr>
<tr>
<td>Paraboloid</td>
<td>$k = -1$</td>
</tr>
<tr>
<td>Ellipse (prolate, rotated about the major axis)</td>
<td>$-1 &lt; k &lt; 0$</td>
</tr>
<tr>
<td>Sphere</td>
<td>$k = 0$</td>
</tr>
<tr>
<td>Ellipse (oblate, rotated about the minor axis)</td>
<td>$k &gt; 0$</td>
</tr>
</tbody>
</table>

The geometry of the off-axis segment and its orientation in the parent coordinate system are shown in Figure 1(a). Fabrication of a segment of this surface by on-axis turning requires three coordinate transformations: translation so that the center of the surface is on-axis (i.e., coincident with the rotational axis), a cylindrical coordinate transformation that rewrites Equation (1) in terms of $\rho$ and $\theta$ instead of $x$ and $y$, and a tilt in the $xz$ plane that minimizes the NRS sag after subtraction of the best-fit asphere. Only the first term in Equation (1) needs to be considered by the decomposition process as the aspheric deformation in terms of even radial powers can be added to the best-fit asphere.

These transformations describe the surface in cylindrical coordinates as show in Equation (2).

$$z = d_4 + d_2 \rho \cos(\theta) - \sqrt{d_4 + d_2 \rho \cos(\theta)} + d_4 \rho^2 + d_6 \rho^4 \cos(\theta)$$  \hspace{1cm} (2)

Equation (2) gives the value of $z$ as a function of the radius from the spindle axis ($\rho$) and the rotational angle ($\theta$) of the spindle. It consists of a rotationally symmetric component and a non-
rotationally symmetric component. The $d_i$'s in Equation (2) are constants, which are defined by Equations (3-8) and depend upon the conic constant, $k$, the off-axis translation parameters, $(x_0, z_0)$ and the tilt angle of the surface. The initial selection of the tilt angle is the tangent of the parent conic at the center of the segment. A simple iterative process generates an optimal angle with respect to the sag of the NRS surface.

$$d_1 = \frac{x_0\sin(\alpha) + (1/c)\cos(\alpha) - (k + 1)z_0\cos(\alpha)}{1 + k\cos^2(\alpha)}$$ \hspace{1cm} (3)

$$d_2 = \frac{-k\cos(\alpha)\sin(\alpha)}{1 + k\cos^2(\alpha)}$$ \hspace{1cm} (4)

$$d_3 = d_1^2$$ \hspace{1cm} (5)

$$d_4 = 2d_1d_2 - \frac{2[x_0\cos(\alpha) - (1/c)\sin(\alpha) + (k + 1)z_0\sin(\alpha)]}{1 + k\cos^2(\alpha)}$$ \hspace{1cm} (6)

$$d_5 = \frac{-1}{1 + k\cos^2(\alpha)}$$ \hspace{1cm} (7)

$$d_6 = d_2^2 - \frac{k\sin^2(\alpha)}{1 + k\cos^2(\alpha)}$$ \hspace{1cm} (8)

Once an acceptable value for $\alpha$ is determined, the two components of the surface shape can be written as variations of Equation (2). The RS part will be the value of $z$ at $\theta = \pi/2$ and the NRS part will be the difference between the value of $z$ from Equation (2) and the RS part.

The evaluation of Equation (2) is problematic due to the subtraction of two very large but nearly equal quantities. A further simplification is possible that solves this loss of precision problem. It also reduces the evaluation time of the function by approximating the square root operation with a polynomial expansion. Substituting Equation (5) into Equation (2), the value of $z$ can be rewritten as,

$$z = d_1 + d_2\cos(\theta) - d_1\sqrt{1 + \frac{d_4}{d_3}\rho\cos(\theta) + \frac{d_4}{d_3}\rho^2 + \frac{d_6}{d_3}\rho^2\cos^2(\theta)}$$ \hspace{1cm} (9)

The terms under the radical can be approximated using a binomial expansion with $p = 1/2$.

$$(1 + x)^p = 1 + px + \frac{p(p-1)}{2!}x^2 + \frac{p(p-1)(p-2)}{3!}x^3 + \ldots$$ \hspace{1cm} (10)

The final simplified form of Equation (2) is now,

$$z \simeq d_2\rho\cos(\theta) - d_1\left[\frac{1}{2}E - \frac{1}{8}E^2 + \frac{1}{16}E^3 - \frac{5}{128}E^4 + \frac{7}{256}E^5\right]$$ \hspace{1cm} (11)
where $E$ is given by,

$$E = \frac{d_4}{d_3} \rho \cos(\theta) + \frac{d_5}{d_3} \rho^2 + \frac{d_6}{d_3} \rho^2 \cos^2(\theta)$$

Equations (11) and (12) can be used to calculate surface heights over any $(\rho, \theta)$ grid needed by the optical design and optimization software. Numeric problems are avoided by calculating the truncated series in Equation (11) using Horner's rule. More terms of the power series can be used to increase the accuracy of the calculation to any desired precision. This implementation can also be used to generate the reference data needed to fabricate the optic; either as a lookup table or in a real-time as a trajectory generator in the machine tool controller.

### 1.4.2 Implementation

To transfer the decomposition procedure to ORA for incorporation into CODE V, a C program was written that implements the decomposition process and generates a vector of data points on either the conic surface, the RS component or the NRS component. Inputs are the number of radial and angular increments, the aperture (i.e., circular diameter), conic constant, radius of curvature at the center of the aperture and the radial distance from the center of the aperture to the origin. The output vector can be in Cartesian or cylindrical coordinates. In addition the NRS sag, best-fit asphere sag, an asphere error estimate and the asphere coefficients are produced. The asphere error estimate is the maximum sag between the true aspheric curve and the line segment approximation obtained by joining the radial output points. The program code listed in the appendix has been included in a beta version of CODE V as an external DLL. This facilitates future expansion to other surface types and decomposition algorithms.

### 1.5 Verification and Simulation of Surface Fabrication

One of the tasks of this project is to evaluate different machining processes for optical surfaces during the design phase to provide the designer with some feedback on manufacturability for the optical system. In its simplest form, this comes down to a cost/performance tradeoff.

#### 1.5.1 Cost

The intention is not to provide a specific price quote and wholesale simulation of all the errors in a surface. Rather, the approach is more general in that a relative cost scale determined by setup time, consumables cost and machine time. In the initial cost estimate, items such as alignment, fixturing and programming are considered as factors.
1.5.2 PROCESSES

Several fabrication processes will be considered for each part. Table 1 shows an assessment of performance and cost for each of the considered processes. Bandwidth is a measure of the maximum frequency at which NRS features can be generated. NRS Range gives the maximum excursion of the device at low frequency. Most of these systems cannot reach the maximum excursion at the bandwidth limit. The cost/time is a relative measure of how much it costs to operate the machine. This quantity includes initial purchase and setup costs, operator, maintenance, and cost of the accommodations/support equipment. The cost/area quantity is based on the amount of time necessary to set up and machine a part on the equipment.

Table 2. Cost/Performance assessment of various machining systems.

<table>
<thead>
<tr>
<th>Process</th>
<th>Vendor</th>
<th>Bandwidth</th>
<th>NRS Range</th>
<th>Cost/time</th>
<th>Cost/area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diamond Turning</td>
<td>Various</td>
<td>0</td>
<td>0</td>
<td>$</td>
<td>$</td>
</tr>
<tr>
<td>FTS</td>
<td>(PEC)</td>
<td>1kHz</td>
<td>38 µm</td>
<td>$$</td>
<td>$</td>
</tr>
<tr>
<td>FTS 35</td>
<td>(Precitech)</td>
<td>900 Hz</td>
<td>35 µm</td>
<td>$$</td>
<td>$</td>
</tr>
<tr>
<td>FTS 70</td>
<td>(Precitech)</td>
<td>700 Hz</td>
<td>70 µm</td>
<td>$$</td>
<td>$</td>
</tr>
<tr>
<td>FTS 400</td>
<td>(Precitech, Sterling)</td>
<td>300 Hz</td>
<td>400 µm</td>
<td>$$</td>
<td>$$</td>
</tr>
<tr>
<td>Slow slide Servo</td>
<td>(Moore Nanotech)</td>
<td>1 Hz</td>
<td>25 mm</td>
<td>$$</td>
<td>$$$</td>
</tr>
<tr>
<td>Slow tool Servo</td>
<td>(Precitech)</td>
<td>1 Hz</td>
<td>25 mm</td>
<td>$$</td>
<td>$$$</td>
</tr>
<tr>
<td>Raster Flycutting</td>
<td>(Precitech, Moore Nanotech)</td>
<td>0.04 Hz</td>
<td>150 mm</td>
<td>$$$</td>
<td>$$$$</td>
</tr>
</tbody>
</table>

1.5.3 ASSESSMENT OF TYPICAL FABRICATION ERRORS

One of the goals of this project is to provide feedback to the designer on what errors a particular fabrication process will generate in the surface. These errors are separated into two distinct categories: roughness and figure errors.

Roughness

The roughness of a diamond turned surface is typically limited by two factors: material effects and machine vibration. This assumes that other factors that can cause excessive roughness such as tool condition and theoretical finish are properly addressed in the turning process. Material effects such as grain size, brittle fracture, and inclusions have been thoroughly documented for common materials such as Aluminum, Copper, Electroless Nickel, Brass, PMMA, and Germanium to name a few. These materials will be placed in a database as part of the manufacturability along with their maximum finish ranges and will be combined with the
machine database to provide finish feedback to the designer. This feedback will initially be supplied simply as an r.m.s. number which the designer can then enter into a scattering simulation outside the CODE V environment.

**Figure Errors**

Figure errors will be simulated so that their optical effects can be simulated in CODE V. Simulation of these errors will require a thorough analysis of their origin on one hand and a carefully chosen set of assumptions on the other. Sources of figure error seen in diamond turning are: tool centering, tool waviness, radius compensation, axis straightness, axis squareness, axis roll, pitch and yaw, synchronous spindle error motion, scale errors, and servo errors.

**Tool centering, tool waviness and radius correction** are all manifestations of an error in the intended position of a point on the tool in relation to the part. To simulate these errors, a machining geometry must be chosen. In turning operations, location of the part in relation to the spindle axis is necessary to perform the simulation. The designer must therefore choose this parameter with the help of the decomposition. Once the surface has been located in the machine space, each point on the surface in an up to 640X480 point grid can be related to a tool position. For each tool position, the surface normals to the part are calculated and used to find the intended point of contact on the tool. For each of these contact points, an error due to centering, tool
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**Figure 5.** Tool errors are calculated relative to a grid of surface points, which rotate about a point $P_c$. If there is an error in the location of the tool a distance $X$ from this center of rotation and there is an error in the tool radius $r$ as a function of contact angle $\gamma$, the intended contact point on the surface $P_n$ will be relocated to $P'_{n}$. 
waviness, and radius correction is calculated. Centering error is simply a translation of each contact point in the X- and Y-directions. The magnitude of these errors is dependent on the centering method: optical or mechanical set station - 5µm, interferometer measurement – 1µm, AFM measurement – 100 nm. Each of these methods also has an associated cost function, but is unnecessary in the most expensive of fabrication methods – raster flycutting. Tool waviness is determined on the basis of a simulated radius variation of the tool as a function of tool contact angle. A database of several typical tool waviness profiles, in several grades (each associated with a cost function), is then used to calculate the error in the location of the tool contact point. This requires the calculation of the contact angle from the surface normals. These surface normals are also used to determine the error in the surface if, either, radius compensation was not performed, or if there is uncertainty in the determination of the tool radius. Waviness and radius compensation errors are factors considered here, including raster flycutting. All of these tool errors are then combined to produce a new surface map of the flawed, simulated surface before the next error simulation is performed.

**Geometric errors** in the machine are simulated next in the machining system. The main sources of these errors are axis straightness, squareness, roll, pitch, and yaw as well as scale errors. All but the latter can be considered as purely a function of axis position and can be simulated from machine specs and the geometry of the machine. Scale errors, on the other hand, can vary over time as well as axis position. In addition to fixed deviations, scale errors are influenced by thermal changes in the machine base and laboratory environment. However, since thermal errors tend to vary slowly over time, typically on the order of minutes to hours, they cannot be considered dynamic errors and therefore belong into a class by themselves. Due to the difficulty in calculating thermal errors, they are determined by using measured data. Geometric errors, on the other hand, can be determined in a relatively straightforward way. Each machine axis has an associated position error profile in X, Y, and Z according to its straightness, roll, pitch, and yaw. While machine specifications usually only give magnitudes for these quantities, they normally have a sinusoidal form somewhere between ¼ and 1 period of a sine wave. This shape is thus applied to each of the error quantities, in a somewhat varied form, according to measured data. When the designer then chooses a machine to fabricate a surface, the position errors of the axes are then applied to the surface point array.

**Servo axis errors** are the final type of error applied to the simulated surface. These are the dynamic errors of the servo, which reveal themselves in the form of amplitude and phase errors. These errors are dependent on the measured dynamics of each servo axis. A more responsive axis (higher bandwidth) will exhibit lower dynamic errors, but typically has less range than a more sluggish axis. Dynamic errors will only be applied to the NRS portion of the surface determined using decomposition. Again, each surface point will be shifted in amplitude and phase and combined with the previously calculated errors to reveal a simulation of what the surface would look like when produced with the method chosen by the designer. This modified
surface can then be reinserted into Code V to determine the impact of the machining process on the optical design.

1.6 CONCLUSIONS

Decomposition software for off-axis conics has been transferred to ORA and included in the CODE V optical design package. This allows the user to see the impacts on the manufacturability of his or her design decisions. The addition of a cost/benefit assessment will greatly enhance the designer’s confidence in the manufacturability of free-form designs.
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1.7 APPENDIX OFF-AXIS CONIC SURFACE DECOMPOSITION

#include <stdio.h>
#include <stdlib.h>
#include <float.h>
#include <math.h>
#pragma warn –aus

// Useful constants
#define nano_epsilon 0.000000001
#define pi 3.1415926535897932384626433832795028841971693993751
#define pi_two 1.5707963267948966192312169163975144204858469968755
#define two_pi 6.28318530717958647692528676655900576839433879875022

// Error return codes
#define error_tilt 1 // Invalid [tilt_angle, conic_K] combination
#define error_trans 2 // Invalid off-axis translation
#define error_parms 3 // Invalid parameters [eg X0>R and K=0]

#define m_asphere 0 // Best fit asphere
#define m_conic 1 // Conic segment translated on-axis
#define m_nrs 2 // Non-rotationally symmetric residual
#define def_surf m_nrs

#define m_cartesian 0 // Cartesian [x,y,z]
#define m_cylinder 1 // Cylindrical [theta,rho,z]
#define def_coord m_cartesian

#define m_noheader 0 // Header info and surface data
#define m_header 1 // Surface data vectors only
#define def_header m_header

#define def_n_radial 42 // Default output grid size
#define def_n_angle 42

#define def_conic_K -1.0 // Parabola
#define def_aperture 127.0 // Aperture
#define def_conic_R 2159.0 // Radius of curvature at vertex
#define def_x_offaxis 300.0 // Off-axis distance

// Command line argument help string
#define help_str "nrsngen [-sanpchw]  N  M  Ap  K  Rad  X0\n
  "nrsngen [-sanpchw]  N  M  Ap  K  Rad  X0\n
  s  surface    conic surface\n
  a  asphere    best fit asphere\n
  n  nrs motion  nrs decomposition\n
  p  cylindrical coordinates (theta, rho, z)\n
  \n
}
c cartesian coordinates (x, y, z)

h include header info

ub suppress header output

arguments:: (use * as place-holder for default value)

N radial increments, default = %ld

M angular increments, default = %ld

Ap aperture, default = %6.2lf

K conic constant, default = %9.6lf

Rad radius of curvature at center of aperture, default = %7.2lf

XO distance from origin to center of aperture, default = %7.2lf

// Output file header
#define comment_str "//"
#define header_str
comment_str " nrsgen --> off-axis conic reference signal generation
" // Output file header
comment_str " conic parameters::
" // Output file header
comment_str " r = %lf
" // Output file header
comment_str " K = %lf
" // Output file header
comment_str " x0, z0 = %lf, %lf
" // Output file header
comment_str " tilt = %12.10lf [%d]
" // Output file header
comment_str " surface parameters::
" // Output file header
comment_str " aperture = %lf
" // Output file header
comment_str " # radial steps = %ld
" // Output file header
comment_str " # angular steps = %ld
" // Output file header
comment_str " decomposition results::
" // Output file header
comment_str " nrs range = %10.7lf [%9.7lf to %#-9.7lf]
" // Output file header
comment_str " asphere sag = %10.7lf
" // Output file header
comment_str " asphere error = %10.7lf
" // Output file header
comment_str " best-fit asphere polynomial coefficients::
"

// Output file column label strings
#define cartesian_label "x            y  
#define cylinder_label "theta         rho 
#define conic_label "          z
#define nrs_label "        z_nrs
#define asphere_label "      z_asphere

// Point data structure
typedef struct s_point {
  double x, z;
} t_point;

// Line data structure, [Ax + By + C = 0]
typedef struct s_line {
  double A, B, C;
} t_line;

// Argument mode structure
typedef struct s_modes {
  int surf, // Surface type: conic, asphere, nrs
  coord, // Coordinates: cartesian, cylindrical
  header; // Text header: yes, no
} t_modes;

// Output file label vectors (indexed by mode.output and mode.surf)
static char *coord_labels [] = {cartesian_label, cylinder_label};
static char *surf_labels [] = {asphere_label, conic_label, nrs_label};

// Error messages
defined char *error_strs [] =
   "", "invalid [Tilt,conic] combination",
   "invalid off-axis translation",
   "invalid parameters, surface does not exist");

// Transformation results
define nterms 6 // Terms in approximation polynomials
#define nsigs 100 // Intermediate segments in asphere fit
static double conic_coeff [4]; // Conic transformation coefficients
static double sqrt_coeff [nterms]; // Sqrt approximation coefficients
static double asphere_coeff [nterms]; // Asphere polynomial coefficients
// Function prototypes

// Command line argument parsing
int    next_iarg (int argi, int argc, char *argv [], int    *ival);  // integer
double next_farg (int argi, int argc, char *argv [], double *fval);  // float

// Line creator and point-line distance function prototypes
t_line mk_line             (t_point *a,  t_point *b );
double point_line_distance (t_point *pt, t_line  *ln);

// Surface generator
int    gen_surface (t_modes mode, int n_radial, int n_angle,
                   double Wr, double K, double R, double X0);

// On-axis transformation
int    init_gen (double R, double K, double X0, double Z0, double alpha);

// On-axis tilt optimization
int    tilt_optmz (double R, double K, double X0, double Wr,
                   double *Z0, double *alpha, int *ntilt);

// NRS sag determination
double nrs_range (double Wr, int n_radial, int n_angle,
                  double *min_zp, double *max_zp);

// Aspheric fit
double asphere_fit (double Wr, int n_radial);

// Point generation functions
double gen_asphere (double rho, double theta);      // Best fit asphere
double gen_conic   (double rho, double theta);      // Conic segment
double gen_nrs     (double rho, double theta);      // NRS component

// Function pointer vector for variable surface generation (indexed by mode.surf)
typedef double (*fp_surf) (double, double);
fp_surf  surf_fp[] = {gen_asphere, gen_conic, gen_nrs};

// Main
int main (int argc, char *argv [])
{
    char  *pch;                             // Character from argument string
    int    argi  = 1;                       // Argument vector index
    int    rcode = 0;                       // Return code (0=no error)
    int    n_radial  = def_n_radial,        // Number of radial steps
           n_angle   = def_n_angle;         // Number of angular steps
    double aperture  = def_aperture,        // Aperture
              conic_R   = def_conic_R,         // Conic radius
              conic_K   = def_conic_K,         // Conic constant (0-sphere,-1=parabola,...)
              x_offaxis = def_x_offaxis;       // Distance from origin to center of aperture
    double Wr = def_aperture / 2.0;         // Radius of circular aperture

    // Initialize mode vector with defaults
t modes mode = {def_surf, def_coord, def_header};

    // Parse command line arguments
    if (argi < argc)
    {
        if (*argv[argi] == '?') {            // Respond to user request for help
            printf (help_str, n_radial, n_angle, aperture, conic_K, conic_R, x_offaxis);
            exit (0);
        }
        else if (*argv[argi] == '-') {       // Process optional mode arguments
            for (pch = argv[argi++]+1; *pch != '\0'; pch++)
            {
                // Process optional mode arguments
            }
        }
    }
}
if (*pch == 's') mode.surf   = m_conic;
else if (*pch == 'a') mode.surf   = m_asphere;
else if (*pch == 'n') mode.surf   = m_nrs;
else if (*pch == 'p') mode.coord  = m_cylinder;
else if (*pch == 'c') mode.coord  = m_cartesian;
else if (*pch == 'h') mode.header = m_header;
else if (*pch == 'w') mode.header = m_noheader;
}

// Parse and convert numeric arguments (if "*", keep default value)
argi = next_iarg(argi, argc, argv, &n_radial);
argi = next_iarg(argi, argc, argv, &n_angle);
argi = next_farg(argi, argc, argv, &aperture);
argi = next_farg(argi, argc, argv, &conic_K);
argi = next_farg(argi, argc, argv, &conic_R);
argi = next_farg(argi, argc, argv, &x_offaxis);

// Generate data on off-axis conic surface
Wr = aperture / 2.0;
rcode = gen_surface (mode, n_radial, n_angle, Wr, conic_K, conic_R, x_offaxis);

// Output error message
if (rcode > 0) printf("\nerror: %s
", error_strs [rcode]);
return (rcode);
}

// Convert next input command line argument to floating point
double  next_farg (int argi, int argc, char *argv[], double *fval)
{
  if (argi < argc) {
    if (*argv[argi] != '*') *fval = atof(argv[argi]);
    ++argi;
  }
  return (argi);
}

// Convert next input command line argument to integer
int  next_iarg (int argi, int argc, char *argv[], int *ival)
{
  if (argi < argc) {
    if (*argv[argi] != '*') *ival = atoi(argv[argi]);
    ++argi;
  }
  return (argi);
}

// Generate surface data for on-axis transformation of off-axis conic segment
int gen_surface (t_modes mode, int n_radial, int n_angle, double Wr, double K, double R, double X0)
{
  int ntilt;
  int rcode = 0;
  int j, k;
  double x, y, z;
  double theta, theta_incr;
  double rho, rho_incr;
  double Z0;
  double alpha;
  double min_zp, max_zp;
  double sag;
  double max_error;

  // Find tilt angle that minimizes NRS motion
  if ((rcode = tilt_optmz(R, K, X0, Wr, &Z0, &alpha, &ntilt)) != 0) return (rcode);

  // Calculate NRS range of motion and asphere fit quality
```c
sag       = nrs_range (Wr, n_radial, n_angle, &min_zp, &max_zp);
max_error = asphere_fit(Wr, n_radial);

// Output header
if (mode.header == m_header) {
    printf (header_str,
            R, K, X0, Z0, alpha, ntilt, (2.0 * Wr), n_radial, n_angle,
            fabs (max_zp - min_zp), min_zp, max_zp, sag, max_error);

    // Asphere coefficients
    for (k = 0; k < nterms; k++)
        printf ("%s
            A%02ld = %#-17.10lg
", comment_str,
                (k + 1) * 2, asphere_coeff [k]);

    // Column labels
    printf ("%s%s", coord_labels [mode.coord], surf_labels [mode.surf]);
}

// Radial and angular increments
rho_incr   = Wr     / n_radial;
theta_incr = two_pi / n_angle;
switch (mode.coord) {
    // Cylindrical coordinate output [theta, rho, z]
    case m_cylinder:
        for (j = 0, rho = Wr; j <= n_radial; j++, rho -= rho_incr)
            for (k = 0, theta = 0.0; k <= n_angle; k++, theta += theta_incr) {
                z = surf_fp [mode.surf] (rho, theta);
                printf ("     %11.7lf  %11.7lf  %11.7lf
", theta, rho, z);
            }
        break;
    // Cartesian coordinate output [x, y, z]
    case m_cartesian:
        for (j = 0, rho = Wr; j <= n_radial; j++, rho -= rho_incr)
            for (k = 0, theta = 0.0; k <= n_angle; k++, theta += theta_incr) {
                x = rho * cos(theta);
                y = rho * sin(theta);
                z = surf_fp [mode.surf] (rho, theta);
                printf ("     %11.7lf  %11.7lf  %11.7lf
", x, y, z);
            }
        break;
}
return (rcode);
}

// Make a line joining two points, find coefficients A,B,C of [Ax + By + C = 0]
t_line mk_line (t_point *a, t_point *b)
{
    t_line ln;
    if (a->x == b->x) {ln.A = 1.0; ln.B = 0.0; ln.C = -a->x;}   // Vertical
    else if (a->z == b->z) {ln.A = 0.0; ln.B = 1.0; ln.C = -a->z;}   // Horizontal
    else {
        ln.A = (b->z - a->z) / (b->x - a->x);      // Slope = -A/B
        ln.B = -1.0;
        ln.C = a->z - ln.A * a->x;                 // Intercept = - C/B
    }
    return (ln);
}

// Calculate the distance between a point and a line
double point_line_distance (t_point *pt, t_line *ln)
{
    return (fabs(ln->A * pt->x + ln->B * pt->z + ln->C) / hypot(ln->A,ln->B));
}

// Find coefficients to describe on-axis transformation of off-axis conic
int init_gen (double R, double K, double X0, double Z0, double alpha)
```
{ int j;
    double d1, d2, d3, d4, d5, d6;
    double cos_a, sin_a, dd, dd1, d4t, rk, d51;

    cos_a = cos(alpha);
    sin_a = sin(alpha);
    dd = 1.0 + K * cos_a * cos_a;
    if (fabs (dd) < nano_epsilon) return (error_tilt);

    dd1 = 1.0 / dd;
    d1 = (X0 * sin_a + R * cos_a - (K + 1) * Z0 * cos_a) * dd1;
    if (fabs (d1) < nano_epsilon) return (error_trans);

    d2 = (-K * cos_a * sin_a) * dd1;
    d3 = d1 * d1;
    d4t = 2.0 * (X0 * cos_a - R * sin_a + (K + 1.0) * Z0 * sin_a);
    d4 = 2.0 * d1 * d2 - d4t * dd1;
    d5 = -1.0 * dd1;
    d6 = d2 * d2 - (K * sin_a * sin_a) * dd1;

    conic_coeff [0] = d2;
    conic_coeff [1] = d4 / d3;
    conic_coeff [2] = d5 / d3;

    d51 = d5 / (d1 * d1);
    sqrt_coeff [0] = -d1 * 0.5;
    asphere_coeff [0] = -d5 / d1 * 0.5;
    for (j = 1; j < nterms; j++) {
        rk = (0.5 - j) / (j + 1);
        sqrt_coeff[j] = sqrt_coeff[j-1] * rk;
        asphere_coeff[j] = asphere_coeff[j-1] * d51 * rk;
    }
    return (0);
}

// Generate data point on conic surface
double gen_conic (double rho, double theta)
{
    int     j;
    double tc, term, tz;

    tc = cos(theta);
    term = conic_coeff [1] * rho * tc +
       conic_coeff [2] * rho * rho +
       conic_coeff [3] * rho * rho * tc * tc;
    for (tz = 1.0, j = nterms - 1; j >= 0; j--) 
        tz = term * (tz + sqrt_coeff[j] * rk);
    tz += conic_coeff [0] * rho * tc;
    return (tz);
}

// Generate data point on best-fit asphere
#pragma warn -par
double gen_asphere (double rho, double theta)
{
    int     j;
    double tz, rr;

    rr = rho * rho;
    for (tz = 0.0, j = nterms - 1; j >= 0; j--)
        tz = rr * (tz + asphere_coeff[j]);
    return (tz);
}
#pragma warn +par

// Generate data point on residual NRS surface
double gen_nrs (double rho, double theta) {
  return (gen_conic(rho, theta) - gen_asphere(rho, theta));
}

// Find tilt angle that minimizes NRS range
int tilt_optmz (double R, double K, double X0, double Wr, double *Z0, double *alpha, int *ntilt) {
  int     rcode = 0;
double  dz0, sag, aperture;
  if ((dz0 = 1.0 - ((K + 1.0) * (X0 * X0) / (R * R))) < 0.0) return (error_parms);
  *Z0 = (X0 * X0) / (R * (1 + sqrt(dz0)));
  *ntilt = 0;
aperture = 2.0 * Wr;
  *alpha = atan2 (*Z0, X0);
do {
    ++(*ntilt);
    if ((rcode = init_gen (R, K, X0, *Z0, *alpha)) != 0) break;
sag = gen_conic(Wr, 0.0) - gen_conic(Wr, pi);
    *alpha += atan2(sag, aperture);
  } while (fabs (sag) >= nano_epsilon);
  return (rcode);
}

// Find NRS range and asphere sag
double nrs_range (double Wr, int n_radial, int n_angle, double *min_zp, double *max_zp) {
  int     j, k;
double   z_asphere, z, rho, rho_incr, theta, theta_incr;
  *min_zp = DBL_MAX;
  *max_zp = DBL_MIN;
rho_incr = Wr / n_radial;
  theta_incr = two_pi / n_angle;
  for (j = 0, rho = Wr; j <= n_radial; j++, rho -= rho_incr) {
    z_asphere = gen_asphere(rho, 0.0);
    for (k = 0, theta = 0.0; k <= n_angle; k++, theta += theta_incr) {
      z = gen_conic(rho, theta) - z_asphere;
      if (z < *min_zp) *min_zp = z;
      if (z > *max_zp) *max_zp = z;
    }
  }
  return (gen_asphere(Wr, 0.0) - gen_asphere(0.0, 0.0));
}

// Estimate quality of asphere fit for a given number of radial increments
double asphere_fit (double Wr, int n_radial) {
  int      j, k;
double   error, max_error, rho, rho_incr, rho_seg_incr;
t_line   ln;
t_point  pt, p1, p2;
  max_error = 0.0;
rho_incr = Wr / n_radial;
rho_seg_incr = rho_incr / nsegs;
  for (j = 0, rho = Wr; j <= n_radial; j++, rho -= rho_incr) {
    p1.x = rho;
    p1.z = gen_asphere(p1.x, 0.0);
p2.x = rho + rho_incr;
p2.z = gen_asphere(p2.x, 0.0);

ln = mk_line(&p1, &p2);

for (k = 0, pt.x = p1.x; k < nsegs; k++, pt.x += rho_seg_incr) {
    pt.z = gen_asphere(pt.x, 0.0);
    error = point_line_distance(&pt, &ln);
    if (error > max_error) max_error = error;
}

return (max_error);
Freeform optical systems can be fabricated using a Diamond Turning Machine (DTM) and a Fast Tool Servo (FTS). The DTM creates the rotationally symmetric component and the FTS simultaneously adds the Non-Rotationally Symmetric (NRS) component to create the desired surface shape. Synchronization between the DTM axes and the FTS is critical if the correct freeform shape is to be produced. Because the FTS features are changed within a single revolution while the aspheric shape changes much more slowly, the dynamics of the FTS tend to dominate any errors on the machined surface. The errors caused by the FTS dynamics can be corrected if they are known, repeatable and used to modify the input command to the actuator. The concept for determining the modified input command is known as deconvolution and is a standard element of digital signal processing. The dynamics used to create the modified signal to the actuator can be either the open-loop dynamics of the actuator, or the dynamics of the actuator modified by a closed loop control system. It is a form of feed forward control, but the entire tool path is used to create the modified signal rather than the current value. As a result, the command is not related to the position feedback so there is no delay in the response. Gain and phase response of the dynamic system is compensated to correct FTS tool motion. Two demonstrations are presented, an off center sphere and a cosine wave. For each shape, the surface produced was dramatically improved when compared with the uncompensated shape.
2.1 INTRODUCTION

A diamond turning lathe is capable of producing high quality optical surface in a variety of nonferrous materials. Its use is normally limited to surfaces of revolution that are realized by moving of the tool through one-half of the desired shape while rotating the workpiece on a spindle. Because this process produces excellent form fidelity and optical quality surface finish, it is desirable to extend it to produce surfaces that have high spatial frequency or non-rotationally symmetric (NRS) features. The addition of a high-bandwidth fast tool servo (FTS) is one technique that has been used to add low amplitude, sub-revolution features to a surface.

While the machine axes follow low frequency sinusoid trajectories to create a rotationally symmetric (RS) component, the FTS moves at high spatial frequency to produce an NRS feature within one revolution of the part. An example is the fabrication of a toric lens. This surface has two different radii of curvature in orthogonal directions. There is an average radius that can be cut by the slow-speed machine axes (x and z) but an FTS is needed to add features twice per revolution to create the smaller radius at one location and the larger radius 90 degrees later. The synchronized motions of the machine axes and the FTS combine to create the desired geometric surface. However, the dynamic behavior of the axes, particularly the FTS, can influence the commands by delaying the motion of the tool and creating errors in the resulting surface. The phase errors of the base machine axes can usually be ignored as the axis accelerations are moderate and velocity is low. However, even a small lag time associated with a FTS will result in poor form fidelity for off axis surfaces and improper placement of NRS surface features with respect to the base surface and any fiducials on the part.

Since traditional feedback controllers need some computation time to produce an output command from a position error, the command always lags behind the error. Feedforward controller design makes use of the information content of the reference command signal to anticipate and reduce error. Tomizuka [3] proposed zero phase error tracking controller (ZPETC) feedforward method to achieve a zero phase error and unity DC gain in limited bandwidth. The command signal is reversed by adding lead to selected frequency components in proportion to their known response. The approach is similar to active noise cancellation and has been successfully applied to machining simple toric surface [7], vibration reduction in CMMs [8], robot path planning [9] and disk drive servo control [10]. However, the shortcoming of Tomizuka’s control scheme is its sensitivity to the modeling error. Yeh et al [4] constructed an optimal and adaptive ZPETC that improves tracking accuracy and can be implemented in real time as applied to a DC servo motor tracking control system. Kobayashi [5] developed an observer to deal with mechanical nonlinearities in a high-speed positioning system.

The FTS implements a low level analog controller to reduce nonlinearities and disturbances so that the tool motion is linearly proportional to the command signal regardless of external
disturbances such as measurement noise. The servo is then equivalent to a linear time invariant (LTI) system. However, the response is still influenced by dynamics of the actuator and the amplifier. Cattell et al [6] implemented an adaptive feed forward cancellation on a commercial FTS to reduce steady state tracking error with respect to constant amplitude periodic reference commands. A loop shaping approach using an array of resonators advances the phase delays and corrects the amplitude gains at multiple harmonics.

The technique presented here uses Digital Signal Processing (DSP) to increase both the usable bandwidth and tracking accuracy of an actuator. A new command signal is derived to move the axes along the correct path. This new signal is based on the entire reference command and the dynamic response of that axis. This idea is related to reference feed forward control and look ahead schemes, but by considering the complete command signal \textit{a priori} performance of the overall machining process is greatly enhanced.

The dynamics of the actuator influences the reference command resulting in an attenuated and delayed output response. When the dynamic input signal is made up of a variety of frequencies, each component will be shifted differently and the result is distortion in the command and error in the machined surface. The FTS can be considered as a spring-mass-damper driven by a periodic function $x(t)$ with an amplitude $A$ and a frequency of $\omega$ as illustrated in Figure 1. As an LTI system, the output response is a function of the frequency of the applied signal [1] and the steady state output motion $y(t)$ is attenuated by a gain factor $a$ and is phase shifted by an angle $\phi$.

\[ x(t) = A \sin(\omega t) \]
\[ y(t) = aA \sin(\omega t + \phi) \]

\textbf{Figure 1.} Spring-mass-damper system

If the input $x(t)$ contains multiple frequencies, the corresponding output can be determined using superposition; that is, the input signal can be decomposed into single-frequency components each of which will be attenuated and delayed. The response of the system $y(t)$ will be the sum of these frequency components.

\[ x(t) = \sum_i A_i \sin(\omega_i t) \]  \hspace{1cm} (1)
\[ y(t) = \sum_i a_i A_i \sin(\omega_i t + \phi_i) \]  \hspace{1cm} (2)

To machine a surface with high fidelity, a modified input command signal is created with constant lead time and compensated amplitude gains.
2.2 DYNAMIC SYSTEM – VARIFORM FAST TOOL SERVO

The Variform employs a lever mechanism with a pair of piezoelectric stacks to produce a 400 \( \mu \text{m} \) P-V excursion over a frequency range from DC to 300 Hz. The two stacks move 180 degrees out of phase and rock a T-shaped lever that is connected to the tool. The lever amplifies the stack displacement and moves the tool normal to the axis of the stacks. The system includes a closed-loop controller using an LVDT as feedback on the tool position. This control system produces unity gain up to about 100 Hz, a bandwidth of 300 Hz, eliminates hysteresis by means of a reference capacitor and provides additional damping.

2.2.1 FREQUENCY RESPONSE MEASUREMENT

To reduce errors caused by the dynamics of the system, the response of the fast tool servo must be well characterized. The measurement arrangement is illustrated in Figure 2. The Spectrum Analyzer (Stanford SRS 780) generates a varying frequency sine wave with fixed amplitude that is sent to one of the two actuators and an inverted copy is sent to the other. These out of phase drive signals rock the T shaped lever and move the tool. The tool motion is measured by an internal LVDT and sent to the analog controller to control the tool motion. An output connection on the Variform Controller shows the tool position as measured by the Variform. This position is compared with the amplitude and phase of the input signal at each input frequency to create the frequency response of the system that is illustrated in Figure 3.

![Figure 2. System arrangement to find dynamics of Variform actuator](image)

Unfortunately, the Variform measurement of the tool motion is not the actual tool motion but that motion as modified by the control system. As a result, a second measuring system (a laser interferometer) was used to measure the “true” position of the tool. Figure 3 shows the transfer
function magnitude and phase between the input command and output motion as defined in Figure 1. The line with dots is the Variform position measurement and the solid line is the measurement of tool position from the external laser interferometer (See Section 7 of this report). The Variform position is the result of the analog controller used to modify the magnitude of the tool motion. Note that it is flat from 0 to 200 Hz, but phase lag is added as shown on the right as compared to the actual motion of the tool.

Figure 3. Transfer function (magnitude ratio and phase change vs. frequency) between input command and output motion of the Variform as a function of the input frequency

From the Variform output, the gain is $1 \pm 0.02$ from DC up to 200 Hz and then drops rapidly as the frequency increases. The phase is lagging the input by about $90^\circ$ at 200 Hz. The actual tool position is different with the gain changing more from 0 to 200 Hz, $1 \pm 0.4$, but the phase lag is much less at 200 Hz, $60^\circ$. Clearly, the tool position correction must be based on the actual dynamics of the tool and not that as measured by the Variform position signal. The desired dynamic response can be represented in either the frequency domain (frequency response above) or the time domain (impulse response) described next.

### 2.2.2 Impulse Response

The impulse response describes the dynamics of a system in the time domain as compared to the frequency domain description in Figure 3. This response is illustrated in Figure 4 where a normalized impulse\(^1\) is applied to the dynamic system at time zero and the system produces a response that is result of the system dynamics. The inverse Fourier transform of the frequency response is the impulse response and the Fourier transform of the impulse response is equal to the frequency response.

---

\(^1\) An impulse is defined as a signal whose magnitude is zero everywhere except at a single non zero point.
The discrete Fourier transform (DFT) of the normalized impulse yields an array of frequency coefficients all of which have a magnitude of one as illustrated in Figure 5. The frequency content of a swept sine wave is identical to that of a normalized impulse. As a result, the impulse response can be obtained by applying a swept sine wave to the system. Then, the transfer function of the system or the frequency response $H[k]$ is determined by Equation (3).

$$H[k] = \frac{Y[k]}{X[k]}.$$  

(3)

$X[k]$ is the DFT of a swept sine wave signal used to excite a system and $Y[k]$ is the DFT of the time sampled response of the system. $X[k]$ should be unity for all frequencies, but is usually calculated from $x[n]$ (the swept sine wave) so that effects of quantization, noise and the finite range of sine frequencies are included in the analysis. The transfer function is a representation of the impulse response in the frequency domain and is calculated as the Fourier transform of the impulse response.

**Figure 4.** Impulse response is the outcome of a normalized impulse to a system

**Figure 5.** Discrete Fourier transform of a normalized impulse
2.2.3 CONVOLUTION

The principle of superposition can separate a complicated command signal into a series of individual impulses for a linear time discrete system. Figure 6 shows an input signal decomposed into a series of impulses, and the output obtained from each impulse charted according to its magnitude and time of application. The influences of a dynamic system on an input signal of length $N$ can be calculated by applying the so-called “convolution” operation to the input $x[n]$ and the impulse response $h[n]$ of the system. The convolution operation is represented by the * (star) operator and is expressed as

$$x[n] * h[n] = y[n].$$

For each element of $y$, this operation can be mathematically described as the sum

$$y[k] = \sum_{m=0}^{M-1} h[m] x[k-m]$$

where $M$ is the length of the impulse response. The length of $y[n]$ is $N+M-1$.

![Figure 6](image)

Figure 6. Superposition shows how the final output is generated

The convolution operation (Equations (4) and (5)) is mathematically equivalent to polynomial multiplication and is complex multiplication in the frequency domain [11,12]. The DFT
provides a convenient means of implementing convolution. An algorithm called the Fast Fourier Transform (FFT) is frequently used to accelerate the calculation by exploiting symmetries in Equation (5). MATLAB has a built-in FFT algorithm that was used in this work. The convolution theorem, Equation (4), can then be restated in the frequency domain using the FFT.

\[
x[n] \ast h[n] = y[n] \quad \text{(time domain)} \tag{6}
\]

\[
\text{FFT}(x[n]) \times \text{FFT}(h[n]) = Y[k] \quad \text{(frequency domain)} \tag{7}
\]

Therefore, \( X[k] \times H[k] = Y[k] \).

### 2.2.4 DECONVOLUTION

Deconvolution is the inverse of convolution. In the frequency domain, if a desired output \( Y_d[k] \) is known, the input signal \( X[k] \) can be determined by deconvolution, or Equation (8),

\[
X[k] = \frac{Y_d[k]}{H[k]} \tag{8}
\]

For a machining operation where the output \( y_d[n] \) is a desired excursion of a cutting tool and \( H[k] \) is the frequency response of an actuator, the resulting \( X[k] \) (in the frequency domain) can be used as a modified control signal to the actuator. This \( X[k] \) can be efficiently transformed back to the time domain \( x[n] \) using the Inverse Fourier Transform (IFFT command in MATLAB). Concisely, the actuator input signal is obtained by solving Equation (7) for \( x[n] \).

\[
x[n] = \text{IFFT}(X[k]) = \text{IFFT} \left( \frac{\text{FFT}(Y_d[n])}{H[k]} \right) \tag{9}
\]

### 2.3 EXPERIMENTAL CORROBORATION OF DECONVOLUTION

#### 2.3.1 ANALYTICAL APPROACH

Figure 7 shows the complex number form of the Variform frequency response\(^2\) depicted in Figure 3. This frequency response must contain both gathered data and its conjugate distributed up to the sampling frequency \((1/\Delta t)\). The frequency response \( H[k] \) is normalized (maximum value of 1 or -1) and transformed back to the time domain. The impulse response is the result as shown in Figure 8.

---

\(^2\) The complex number form is an alternative way to present the more familiar frequency response (amplitude and phase) that was shown in Figure 3.
The modified input $x_m[n]$ that will produce the desired motion of the Variform is calculated from Equation (9) using the deconvolution operator on the desired excursion $y_d[n]$ and the frequency response of the system $H[k]$.

### 2.3.2 EXPERIMENTAL RESULTS

The inverse dynamics algorithm accounts for the gain and phase response of a time based signal. In a turning process, the time based signal is a spiral pattern described as a function of radius $r$ and rotation angle $\theta$ (i.e., the cylindrical coordinate representation of the surface). For a fixed set of $(r,\theta)$ locations, the frequency content of the $z$ direction motion is linearly scaled by spindle speed. After applying the deconvolution algorithm for a tool path and spindle speed, the modified input command to the Variform (or the $w$ axis) along the spiral path is known. This modified command signal is used to machine the desired surface while the base machine axes create a rotationally symmetric surface component using the same spiral excursion in $(r,\theta)$ and the mean value of the surface sag for $z$ axis motion. Two part types were machined to illustrate the effectiveness of this approach; and off axis sphere and a cosine wave feature.

### Off Axis Sphere

A spherical optical surface was the first shape chosen to demonstrate the inverse dynamics error compensation technique for several reasons. First, the command trajectory for an off axis sphere is not periodic and its frequency content can be modified by changing the off axis distance and/or the spindle speed. Second, the form errors of the machined surface can be measured using a Fizeau interferometer if the $f$-number (the ratio of focal length to entrance pupil diameter) is selected to be compatible with the reference spheres at the PEC.
The tool path to machine this surface is a set of nearly circular trajectories with different widths and depths depending on the radial position of the tool. An example of one pass of the tool is shown in Figure 9. This picture shows the tool path beginning at a particular height above the surface, then plunging into the part, and finally returning to that height. The deviation from a circular trajectory is a result of the shape of the intersection of the sphere with the spiral radial tool position and the correction needed for the nose radius of the tool. Because the depth of the sphere is too large to create in a single pass across the part, the surfaces were created by a series of passes following the same trajectory but plunging 10 µm deeper on each pass until the desired depth is achieved.

![Figure 9. Tool cutting motion along spiral path to create a concave sphere](image)

An off axis spherical surface with a radius $R$ and center coordinates $(a,b,c)$ is described in Cartesian coordinates by Equation (10).

$$\left(x-a\right)^2 + \left(y-b\right)^2 + \left(z-c\right)^2 = R^2 \tag{10}$$

A cylindrical coordinate representation of the off axis sphere is easily found by substitution of $x = r \cos \theta$ and $y = r \sin \theta$ into Equation (10). Solving for $z$ gives Equation (11) which describes the sphere as a sagittal value parameterized by off axis distance $r$ and spindle angle $\theta$. While the base axes and spindle generate a spiral pattern overlaid on the machined surface, the FTS axis ($w$) plunges in and out in the $z$ direction to create the sphere.

$$z = c + \sqrt{R^2 + 2r a \cos \theta - a^2 + 2r b \sin \theta - b^2 - r^2} \tag{11}$$

Time variation of $r$ and $\theta$ can be implemented by writing these Equations (11) as a function of axis cross feed (rate of change of $r$) and spindle speed (rate of change of $\theta$). Then, the Variform command signal required to create the entire surface can be generated as a time based vector at any desired resolution.
**Deconvolved Surface** An NRS feature to be machined with an FTS can be expressed as an explicit or implicit function in Cartesian, cylindrical or spherical coordinates, parametrically or as a collection of data points. When its geometric description and the machining conditions such as spindle speed, cross feed rate, etc. are determined, a deconvolved surface (or a lookup table) can be constructed using the following procedure:

1. Describe the desired surface
2. Compensate for tool nose radius
3. Generate a spiral pattern overlaid on the part
4. Smooth the desired tool path
5. Apply the deconvolution operation to find the modified tool path
6. Use the modified tool path to machine the part

![Figure 10](image)

(a) The geometry of a desired surface is described in the polar coordinate system
(b) A map represents the amplitude of the surface as a function of $r$ and $\theta$

**Figure 10.** Create an amplitude map of the desired surface

1. **Describe the desired surface**
   A series of concentric rings and sections described by evenly spaced $r$’s and $\theta$’s as shown in Figure 10(a) is created. An off axis sphere is projected to a circle in this polar plane and surrounded by an array of dots to delimit the location of the desired surface. The amplitude of the sphere can be depicted as a polar color map in Figure 10(b).

2. **Compensate for tool nose radius**
   To machine the surface described in Figure 11(a), the spindle revolves counter clockwise and the machine translates the tool toward the center. The FTS moves the tool in the $w$ direction as a function of the angular position of the part and the distance from the center (radius) to create the spherical shape. The tool has a given nose radius and the goal of this step is to translate a point on the surface of the part to the location of the center of the tool radius to machine that surface.
Along the solid line across the center of the sphere in Figure 11(a), the relationship between the path of the tool center and the surface being machined is illustrated as Figure 11(b). The center of tool is offset by the tool radius in the $x$ and $w$ directions to produce the desired shape. The array of points that form the surface shape is thus mapped to the array of points that represents the tool center. The array of points of the tool center is then programmed into the machine tool controller.

(a) The FTS axis needs a tool radius compensation in the transverse direction of the tool path  
(b) The tool center tangentially offsets from the desired surface

Figure 11. The tool radius compensation for an off axis sphere

3. **Generate a spiral pattern overlaid on the part**  
For a lathe operation, the part rotates and the tool feeds along a line from outside to inside so that the tool motion with respect to the part is a spiral as illustrated in Figure 12(a). This is a time based signal with the spindle speed controlling the time per revolution and the tool feed rate determining spacing between spirals. This is the path of the tool to be programmed and a second mapping is required to interpolate points from the radius compensated array to the spiral array. The new array is shown in Figure 12(b) and represents the path of the tool that creates the desired shape.
4. Smooth the desired tool path
Some desired surfaces such as the off-axis concave sphere described above have sharp corners at which the FTS must produce an infinite acceleration to machine the discontinuity. However, the Variform has an acceleration limit as well as a velocity constraint of 140 mm/s. In Figure 13, a sharp corner occurs at the conjunction between the arch and the flat (a dashed line) that must be smoothed out (a solid line). In addition, the smoothing scheme can also monitor the velocity profile of the desired path. If it exceeds the physical limit of the Variform, the given spindle speed must be reduced or the geometry changed to reduce the speed of the FTS.

![Acceleration reduction at sharp corners](image)

**Figure 13.** Acceleration reduction at sharp corners
5. **Apply the deconvolution operation to find the modified tool path**

A modified input command signal can be formulated using either the inverse dynamics algorithm for the entire path, or a block deconvolution in which the modification can proceed in the time, or the frequency domain. If the Variform FTS were truly a linear, time-invariant system, each inverse scheme would create the same modified tool trajectory. However, the characteristics of the FTS are intrinsically dependent on the amplitude of an input signal. Consequently, the block deconvolution with a gain scheduling scheme is the best way to generate a modified path that accounts for the nonlinearity of the servo.

6. **Use the modified tool path to machine the part**

When the Variform FTS is driven by the modified spiral trajectory with the same time steps as the spiral created in Step 3, the tool will follow the desired path and produce the part specified in Step 1. Changes in the conditions (feed or speeds) over the machining time will create errors in the part. Block deconvolution should be used for parts with long machining times so that the command signal can be updated during the process.

**On Axis Sphere** For comparison, an on axis concave sphere with 35.89 mm radius and 350 µm depth of cut was diamond turned on a 1” radius copper plated block to investigate the best surface finish and form fidelity achievable by the ASG-2500 DTM. The form error associated with a 1.512 mm nose radius tool was 12.5 nm RMS and the surface roughness was 3.5 nm RMS.

**Off Axis Sphere** A small concave sphere with a sag of 120 µm P-V and a radius of 12.33 mm was selected as a test surface. This results in a 3.4 mm wide feature on a flat plane. With the center of the sphere 20 mm from the rotational axis, the Variform machines the part only once per revolution. For most of the machining time, the FTS is stationary and plunges into the part at a frequency of 153 Hz when the spindle speed is 500 rpm. A time based input command signal, accordingly, resembles a series of impulses as illustrated in Figure 14(a). The frequency spectrum of the command signal shown in the top graph of Figure 14(b) is distributed over a wide range of frequencies. The main frequency content, though, is within the bandwidth of the Variform. Accordingly, this off axis sphere can be fabricated by the Variform.

A command following test was performed with the Variform mounted on an optical table and the motion monitored by a laser interferometer. In Figure 15(a), the desired trajectory (a solid line) was modified by the overlap-add block deconvolution process. A long time-based signal was segmented into short pieces, deconvolved individually in the frequency domain, and transformed back to the time domain. The modification resulted in a twisted shape of the input command signal (a solid line) that rose up a steep slope, made a small dip to change the axis velocity prior to the peak of the sphere, descended continuously, and created another small wave to decelerate the tool and gradually stop it at a DC level. This modified shape of the input command yielded
an output trajectory (a dashed line) close to the desired excursion. Performance of the deconvolution technique was compared to a simple gain and phase adjustment at which the input command signal had same profile as the desired excursion, but the phase was shifted and the amplitude scaled as illustrated in 15(b). As shown in Figure 16, the error (or path difference with respect to the desired tool path) associated with the simple correction technique was twice that of the deconvolved input command, 12 µm P-V versus 6 µm P-V. The investigation indicated that not only the amplitude and phase, but also the shape of the tool trajectory improve over that of the simple correction.

![Diagram](image1)

(a) A time-based input command signal of the off axis sphere  
(b) The FFT of the input signal covered wide range of the FTS bandwidth

**Figure 14.** An input command signal and its frequency response of the off axis sphere

![Diagram](image2)

(a) Twisted shape of the modified input command yielded a circular path  
(b) The unmodified command made use of a simple phase and gain adjustment

**Figure 15.** Comparison of the deconvolution and the gain and phase correction
Experimental Results  Figure 17 shows the turning setup for a 1” radius test copper blank, similar to the ones used in the fabrication of the on axis spheres, and a Variform FTS with a 1.012 mm radius diamond tool on the ASG 2500 DTM. While machining, the servo stayed 20 µm above the flat surface and created a 3 mm-wide machined feature that was 100 µm deep.

It appeared that the machined spherical surfaces cannot be characterized by the laser interferometer because the figure errors exceeded the tolerance of the instrument. The local slope of the machined surfaces was so steep that the interference patterns (or fringes) cannot be identified by the detector. As a result, a Talysurf profilometer was used to measure the form fidelity of the machined surfaces associated with the modified (shown in Figure 18(a)) and unmodified input command (Figure 18(b).) The traces in the tool path direction across the center of the part (solid lines in the top graphs) represented the tool trajectories that were machined into the copper blank. Their deviation from the desired circular profile (dashed lines) illustrated the
form errors (in the bottom graph) of the diamond turned features. Both the magnitude and shape of the path differences from the machining experiments matched the results in Figure 16. The modified input command reduced the profile error by one third ($\pm 2\, \mu m$) when compared to the unmodified command ($\pm 6\, \mu m$).

(a) Deconvoluted input command resulted in path difference of 6 $\mu m$ P-V

(b) The difference associated with the unmodified command was three times of that of the deconvolved input command

**Figure 18.** Comparison of the profiles of the off axis spheres machined at 500 rpm

To investigate possible improvements in form accuracy, another off axis sphere was made. The geometric and machining parameters of the new feature as well as the deconvolution operation were similar to those in the previous cut, but the spindle speed was decreased from 500 to 250 rpm. This change decreased the frequency content of the desired surface and, as expected, resulted in reduced form error. As shown in Figure 19, the maximum error was within $\pm 1\, \mu m$ and most of the error was located close to the edges, where the smoothing operation altered the slope of the sphere. This improvement meant that proper machining parameters and correct transfer function of the actuator could improve the fidelity of the machined surface.
Figure 19. Off axis sphere machined at 250 rpm showing better form fidelity

Figure 20. The shape of the reflection at the center of the spherical features clearly show the form error of the machined surfaces

In Figure 20, the reflection across the center of the diamond turned features illustrates the profile of the machined surfaces. The reflection inside the unmodified sphere (at the left) captures a large amplitude, but low frequency wave similar to the path difference shown in Figure 18(b). The modified surface machined at 500 rpm (center) exhibits low amplitude ripples with a high frequency component. And lastly, the feature turned at a low speed of 250 rpm (right) reflects the best sphere. If a perfect sphere is machined into a flat surface, the edge of the sphere is an exact circle. The shadow of the unmodified surface, however, illustrates a twisted circle due to
the phase response of the Variform FTS. The shape of the modified spheres, on the other hand, displays circular features.

The surface profile and error measurements in Figure 19 were made in the direction of the tool motion across the sphere (i.e., the circumferential direction). If these spheres are measured in the radial direction (cross feed direction), a different shape emerges as shown in Figure 21. Here the error remains small (± 2 µm) but the shape is much different. One explanation may lie in the tool nose radius correction needed to fabricate the spherical shape. For this experiment, the size of the tool radius (1.012 mm) is close to the size of the spherical feature. Calculating the tool path to correct for the nose radius is a difficult task for this application due to the circular tool path, the desired spherical shape, and any variation in the tool radius over the angle of contact. For these reasons, a new surface shape (cosine wave) was tested that was independent of the tool nose radius.

![Figure 21](image)

**Figure 21.** Figure error when measuring the modified surface in cross feed direction

**Cosine Groove**

A cylindrical cavity with a fixed amplitude sinusoidal cross section profile as illustrated in Figure 22 was proposed as a new test part shape. The feature can be described as a full period of a cosine wave whose slope smoothly changes into a flat. As a result, no sharp corners are in the tool trajectory. And since the cavity has a constant depth, the same tool excursion can be replicated for every revolution. Therefore, the turning process does not need tool radius compensation. The modification technique can now be clearly validated without any influences of other corrective schemes.
Analytical Approach  When machined at 561 rpm, an 18 degree wide cosine groove with a 240 µm sag contains a frequency component of 187 Hz that is close to the peak of the gain response of the Variform FTS as shown in Figure 23. This makes this surface a good test because at this frequency, the output trajectory will be amplified and out of phase by 52° resulting in a path difference with respect to the desired cosine wave similar to a sine wave. The designated tool path was modified by the inverse dynamics filter using the overlap-add block deconvolution algorithm. The operation was performed in the time domain where the desired excursion is segmented and individually convolved with an inverse dynamics filter.

Figure 23. Transfer function of the Variform as measured by the laser interferometer at different input amplitudes and the frequency content (240 µm at 187 Hz) of the test part.
The simulated output trajectory of the tool associated with a modified input command (circles) using the deconvolution technique is shown in Figure 24. The predicted path was close to the desired path (squares) and the estimated error (a dash line) was less than 200 nm P-V.

Figure 24. A simulated output tool path associated with a modified input command signal yields a path difference of 200 nm P-V

This modified input signal was then experimentally verified with the FTS on an optical table with its displacement measured by a laser interferometer. Figure 25(a) illustrates the agreement between the Variform motion (x marks) observed by the laser interferometer and that of the simulation in Figure 24. The output trajectory was in-phase and the path difference was $\pm 1 \mu m$ near the peak and 8 $\mu m$ at the edges. The error associated with the unmodified signal was nearly as large as the commanded signal as shown in Figure 25(b) and the principle reason is the phase difference. The peak of the tool trajectory (x marks in Figure 27(b)) associated with an unmodified signal was 10 $\mu m$ larger than desired and the path was 52° out of phase with respect to the desired path (a solid line). The resulting error is a sinusoidal profile of the path difference (a solid line) with significant magnitude of 225 $\mu m$ P-V.
Since the Variform was operating near its velocity limit, the velocity was plotted to determine whether the operation was beyond the 140 mm/sec recommended velocity. If the tool excursion is a cosine wave, its velocity (or derivative) is a sine wave. In Figure 26(a), the velocity profile shows that the FTS was operated within its limits. The velocity of the unmodified excursion, on the other hand, exhibited a more distorted sine wave shape that exceeded the Variform limits (Figure 26(b)). This means that the deconvolution technique can actually extend the usable bandwidth of the Variform.
**Machined Surfaces**  The cylinder cavity with a cosine cross section profile of the dimension described above was fabricated into a copper blank in which a flat surface was produced on the side as a reference feature. The location of the desired machined surface was designated at 0° with respect with the reference flat. In Figure 27, the cosine groove close to the circumference of the copper blank was machined using the modified input command whereas the other surface close to the center was associated with the unmodified input command.

A comparison of the form errors between the modified and unmodified surfaces was made using the Talysurf profilometer. The phase angles were measured by using a microscope and the translation stages of the Zygo NewView interferometer to locate the surfaces in Cartesian coordinates before transforming to the polar coordinates for \( r \) and \( \theta \). The profile of the machined surface associated with the deconvolved input command (measured along the trace (A) in Figure 27) is depicted as a solid line in the top graph of Figure 28 (a), and the profile of the unmodified surface (measured along the trace (B) in Figure 27) is illustrated in Figure 28(b). The path differences with respect to the desired surface profile are also shown in Figures 28(a) and (b). The unmodified surface was 50° out of phase resulting in a path difference of 122 µm P-V. The deconvolved surface was in phase yielding a 50x reduction in the form error magnitude (4 µm P-V) as shown in the bottom graph of Figure 31 (a magnified version of Figure 30(a)). However, the average of the path difference is about 10 µm. This means that the amplitude of the modified surface was short by 10 µm with respect to the desired surface.

**Figure 27.** The machined surface associated with the modified and unmodified input commands and the direction of the profile measurements with respect to reference flat
At the desired operating conditions, a cosine wave at 187 Hz with 240 µm P-V, the Variform produces the maximum amplitude ratio (1.1) and lags the input by 52°. The attenuated amplitude and the reduced phase angle of the machined surface indicated that the FTS was commanded at frequencies lower than 187 Hz. The spindle speed was monitored during the machining experiment and was found to be operating at 532 rpm (8.87 Hz) when the desired speed was 561 rpm (9.35 Hz). This reduction in spindle speed resulted in a reduced frequency content of the cosine feature from 187 Hz to 179 Hz. When the frequency response of the Variform (Figure 23) is inspected at the desired conditions (240 µm at 187 Hz) and the actual conditions, the difference is no change in amplitude ratio (1.1) but a 3° change in phase angle. This change in the phase would rotate the part with respect to the desired location but not change the depth. So the speed error is not enough to make the difference shown in Figure 29, leading to the conclusion that other issues such as the touch off procedure to find the location of the surface before machining may be responsible for the difference in depth.
2.4 CONCLUSION

An input shaping technique using digital signal processing tools was evaluated to correct form errors caused by the dynamics of the Variform fast tool servo. The fundamental concepts of convolution are introduced in this report to explain the causes of attenuated and delayed excursion and to formulate a corrective algorithm. By applying deconvolution (the inverse dynamics algorithm) to a desired motion path, the dynamics of the actuator can be counteracted yielding a significant reduction in steady-state form errors. Not only is the magnitude of the error reduced by nearly two orders of magnitude, the analytical simulation predicts the experimental behavior very closely. The response shows practically no delay from the desired excursion after a startup interval lasting approximately 4 ms. In practice, this startup period will be designed to occur outside the machined region and will not affect the surface shape. Since the entire command signal needed to machine a surface can be generated \textit{a priori}, the deconvolution is performed once for a given set of machining parameters (e.g., spindle speed, cross feed, tool radius). The technique critically depends on knowledge of the actuator impulse response and the proposed operating conditions.

The deconvolution technique produces better form accuracy for machined surfaces than unmodified input commands. The bulk of the improvement is due to the phase compensation because the internal analog controller of the Variform does a good job of keeping the amplitude ratio equal to one over the range of frequencies from DC to 200 Hz. However, over that same range, the phase angle changes from 0 to 50°.

Two surfaces were machined to demonstrate the effectiveness of this technique to correct form errors; an off axis sphere and a cosine wave shaped cavity. The off axis sphere had a depth of 120 µm, a radius of 12.33 mm, the center was 20 mm off the axis of rotation and the resulting
dimple was about 3 mm in diameter. The sphere was cut at 2 speeds (500 and 250 rpm) and the form error was ±2 and ±1 µm, respectively. The second surface was a cosine shaped feature cut at a depth of 240 µm. In this case, the spindle speed was about 550 rpm and the frequency command to the Variform was nearly 180 Hz, which is near its operating limit. The resulting surface had a form error of ±2 µm.

The machining experiments corroborate the simulated results and the tool path measurements using the laser interferometer on the Variform mounted on an optical table. The figure errors can be decreased by two orders of magnitudes due to the significantly reduced phase response. However, even if a simple phase and gain adjustment on the output is made, it cannot eliminate the dynamic response of the FTS. This technique adds the subtle changes in the shape of the input command signal to yield an output tool path close to the desired excursion.

The limitations of this technique appear with the combination of high frequencies and large amplitudes. Actuator motion is constrained by the maximum velocity of the electro-mechanical system resulting in an uncorrectable error. At frequencies above 340 Hz even a saturated input signal (±10 volts) will not produce a full magnitude tool excursion. These restrictions can be part of a procedure for automatically decomposing an arbitrary motion path into its constituent sinusoids and producing a modified command signal that drives an actuator to follow the desired profile. Inputs to this procedure will also include the actuator impulse response and the machining parameters.
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Diamond cubic silicon (Si-I) is a brittle material under standard temperature and pressure, but when exposed to a high pressure environment, the crystal structure transforms into a ductile β-tin metallic phase (Si-II). Once the Si-II is unconstrained, it back transforms into multiple forms of Si, mainly amorphous Si (a-Si) and Si-I. This transformation allows silicon to be machined without brittle fracture occurring, but the back transformation alters the surface (~500 nm in depth). This alteration can be divided into two layers: an amorphous layer and a damage layer. The amorphous layer extends from the surface down as far as 200 nm; this is the a-Si byproduct of the back transformation process. Below the amorphous layer, a damage layer extends another 300 nm; this layer exists due to the stresses from the machining process and is comprised of dislocation structures. Dislocations can change the properties of Si-I, while a-Si has entirely different properties. In situ analysis of this transformation during the manufacturing process is impractical. Using transmission electron microscopy (TEM), specifically cross sectional TEM (XTEM) and Raman spectroscopy, a portrait can be formed to explain how and why Si-I transforms into Si-II and back into a-Si and Si-I.
3.1 INTRODUCTION

This study is part of an NSF sponsored research program intended to examine the high pressure phase transformations of brittle materials (silicon, germanium, silicon nitride, etc) during manufacturing processes. Previous research in the PEC has focused on the affects of scribing on silicon [1]; this particular study is focused on diamond turning of single crystal silicon. When silicon is subjected to high pressures, it transforms from a brittle diamond cubic silicon (Si-I) to a metallic $\beta$-tin phase (Si-II); this transformation permits the ductile machining of normally brittle silicon. Once the pressure is released, the Si-II back transforms into a combination of different silicon phases, mainly amorphous silicon (a-Si) and Si-I. [2]

The surface roughness of silicon after turning is comparable to that of traditional electrochemical polishing. [1] Even though reasonable surface roughness is obtainable, subsurface alteration occurs. An amorphous layer and a damage layer reside below the surface to a depth of 500 nm or more. The amorphous layer is a result of the back transformation process from Si-II and can be as thick as 200 nm. The damage layer sits right below the amorphous layer and consists of dislocation structures. If these layers can be controlled, then diamond turning of silicon wafers would be a more cost effective means of wafer preparation than electrochemical polishing.

In situ observation of the high pressure phase transformation in silicon is nearly impossible during the machining process. The best way to theorize why and how the silicon transforms and back transforms is to use transmission electron microscopy (TEM) and Raman spectroscopy to observe the back transformed material. The only draw back to Raman spectroscopy is that quantitative data is hard to ascertain, compared to TEM, which provides excellent quantitative data.

3.2 DETAILS OF THE PROJECT

For this project, TEM and Raman data will be collected from (100) oriented silicon that has been diamond turned along the $<110>$ and $<001>$ type directions. Different crystal orientations are available, but it has been shown that (100) oriented silicon provides the best ductility [1]. Machining parameters and techniques will also need to be examined.

3.2.1 EXPERIMENTAL SETUP

A Rank Pneumo ASG 2500 Diamond Turning Machine (DTM) will be used to create the samples for this study. The samples used are 10 mm wide by 20 mm long, and are oriented so that the cutting direction follows either the $<110>$ or $<001>$ type directions across the 1 cm width. The tools being used are 3 mm radius round-nosed diamond tools with rake angles of $-30^\circ$ and $-45^\circ$. Currently samples are prepared by fly cutting. This technique should increase the
life of the diamond tool because the diamond is not always in contact with the silicon. Because chemical wear is the dominant wear mechanism, the intermittent contact during fly cutting should reduce the wear.

The parameters used during turning have an effect on the amount of back transformed a-Si. [3] The slower the feed rate, the more amorphous material is formed; so spindle speed and feed rate need to be optimized so that the layered structure can be controlled through machining, instead of other processes such as thermal annealing. It has also been shown that tool geometry has a great effect on subsurface layers. A straight nose tool produces the opposite that is observed with a round nose tool. [4] Samples have been prepared with feed rates of 15, 7, 5, 3, 2 and 1 µm/rev. Surface finishes of the ductile-turned regions were measured using a Zygo New View 5600 white light interferometer. MetroPro, the software suite used to analyze the interferometer data, reports a measure of surface roughness by the root mean square (RMS) parameter and peak to valley (PV) values. Measurements were taken from the center outward in regions within and outside the predicted fracture pattern area (further explained in Results section.) Once the surface finish is evaluated, samples are analyzed with Raman spectroscopy and TEM.

3.2.2 ANALYTICAL APPROACH

Raman Spectroscopy

Raman spectroscopy measures the intensity and wavelength of inelastically scattered light from molecules. The scattered light is shifted by the molecular vibrational energy, which is directly controlled by the interatomic bond length of the atoms in the sample [5]. In the case of silicon, each phase has its own interatomic bond length and thus, each phase would have a unique and sharp Raman spectrum. In the case of a-Si, the interatomic bond lengths vary, so the Raman spectrum from a-Si is broadened. Raman spectroscopy provides a view of what phases are present in the back transformed silicon and is able to detect these differences in vibrational energies to provide a qualitative view of phases present.

TEM

TEM is an electron microscopy technique that provides sub-nanometer resolution. Using a high energy electron beam (200kV), a detailed image is created. A method known as cross sectional TEM (XTEM) will be used since a planar view would not be able to illustrate the layered structure. Basic phase information can be gained through imaging, or electron diffraction, along with detailed dislocation information. The dislocation information cannot be directly seen using Raman spectroscopy.
3.2.3 EXPERIMENTAL RESULTS

Optical quality, low RMS (1-10 nm) surfaces were created by diamond turning single crystal silicon wafers in the ductile regime. Ductile regime material removal was evident by the absence of fracture damage, repeated feed marks in the surface, and the generation of continuous chips. Increasing the feed rate created an increase in the surface roughness as shown in Figure 1; since increasing feed rate also reduces the amount of material removed by ductile processes.

![RMS vs Feed Rate](image)

**Figure 1.** RMS vs. Feed Rate for various feed rates on single crystal silicon.

Feed rate seemed to be the limiting factor for generating a damage free surface. At increasing feed rates, certain directions on a wafer face initiated fracture before others, creating symmetric damage patterns on the surface. The more negative rake angle tool tended to suppress the onset of fracture in the favored direction, allowing machining at higher feed rates. The damage patterns for the wafer orientations tested ((100), and (111)) were very similar to those found previously and were explained qualitatively by an orientation stress model used in that research. [1] The pattern for (100) is shown in Figure 2.
Figure 2. Damage patterns for (100) wafer as a result of machining at sufficiently high feed rates.¹

For surfaces that were ductile turned with similar parameters of tool rake and low feed rate, there appeared to be no difference in surface roughness and profile shape radially (changing cutting direction) as measured by interferometry methods. The RMS (and PV) value of ductile turned surfaces was limited by the effect of the condition of the tool. While tools were freshly sharpened, experimental preparation (i.e. part touch off and preliminary facing cuts) perhaps dulled the tips enough to result in non-ideal material removal (deformation under the tool and elastic spring back.) This was evident by higher-than-theorized PV values, and machining profiles that did not fit theoretical shape (but were similar to realistic expectations) as measured by interferometry techniques. Additionally, machining runs on silicon were subject to tool wear and damage considerations, as evident by the repeated patterns of tool damage features into the part surface. Despite these various problems, surfaces turned within the ductile regime had RMS values in the range of <1 nm to 10 nm increasing with feed rate.

The characteristic Raman peak for Si-I is 520 cm⁻¹, while a-Si has a lower peak at 470⁻¹ due to its amorphous structure. As shown in Figure 3, the Si-I peak decreases as feed rate decrease, while the a-Si peak increases. The information on the far left of Figure 3 is background radiation. The intensity units are arbitrary on all Raman spectra. The downside of Raman is that quantitative data cannot be acquired. But a qualitative comparison is achievable by taking the ratio of heights of the Si-I and a-Si peak, as can be easily seen in Figure 4.
Figure 3. Raman spectra at feed rates a) 15, b) 7, c) 3, d) 2, and e) 1 µm/rev. [3]

Figure 4. Raman spectra from Figure 3 zoomed into 400⁻¹-600⁻¹, showing relative heights of peaks. [3]
Figure 5. Raman spectrum from a 5 µm/rev sample. [3]

XTEM micrographs have been obtained for a 5 µm/rev sample. The top amorphous layer is roughly 50 nm and can be easily seen in Figure 6, while the damage layer around 450 nm. This top layer is amorphous since it lacks any crystallographic contrast.

Figure 6. High magnification showing amorphous layer, 50 nm marker bar

A lower magnification micrograph is shown in Figure 7. Currently, the dislocation structures in the damage layer can only be theorized. The (111) silicon slip plane can be seen with the white
line in Figure 7. The top plane is the (100) plane and an angle of 54° separates that with the (111) plane. This shows that some type of deformation process is occurring, but there is currently no reasonable explanation for it.

![Image](image.png)

**Figure 7.** Low Magnification image showing depth of damage layer and slip plane

### 3.3 CONCLUSIONS

Low RMS surfaces were achieved by ductile regime turning with high negative rake angles and large nose radius diamond tools for various crystallographic orientations of single crystal silicon. Symmetric fracture patterns resulting from high feed rate machining were the limiting factor for ductile regime machining. Surface characteristics, such as roughness and profile, seemed to show little dependence with respect to crystallographic orientation within the ductile regime. From the TEM and Raman data it is clear that the back transformed material contains an amorphous layer and a deeper damage layer. This structure has also been seen by other research groups, but it is important to note that nobody has taken an in depth look at this damage layer before. When the Raman spectra and TEM images are compared, the qualitative comparison is a good link between the two analytical techniques. Figure 5 shows a very small a-Si compared to its Si-I, this holds true when looking at Figure 7. There is a very thin amorphous layer compared to the rest of the image. Other things yet to be explained are the rectangular structures present at the bottom of the damage layer in Figure 7.

**Future Work**

More silicon samples need to be machined at different feed rates and with different machining techniques. These samples will then be examined with Raman and TEM. Atomic force microscopy (AFM) and scanning electron microscopy (SEM) will be explored as different methods of analyzing the silicon. New diamond tools have been purchased and will allow improved surface finishes, and the possibility of changing tool geometry will also be explored.
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The goal of this research is to demonstrate Elliptical Vibration Assisted Machining (EVAM) as a 3-D micro-structuring tool for MEMS applications. While many MEMS (MicroElectroMechanicalSystems) devices are fabricated using silicon etching techniques developed for the microelectronics industry, micro-machining is an attractive alternative because of its low start-up cost relative to other capital-intensive MEMS technologies. The Ultramill Elliptical Vibration Assisted Machining (EVAM) system has unique capabilities among micro-machining techniques. Its features include zero runout and a tunable vibrating tool path. Three-dimensional structures with 15 µm plan-view features, 500 nm elevation features, and 20 nm RMS surface finish have been achieved on a 200 µm part scale.
4.1 INTRODUCTION

Microelectromechanical systems (MEMS) offer designers the ability to create miniature mechanical oscillators, optical network components and biological labs on a chip. Although manufacturers are introducing a wide range of MEMS-based products, developers have found that guiding MEMS devices from the laboratory to the marketplace is a costly and time-consuming venture. For example, it is not unusual for a single MEMS prototyping run to take 3 months. The high cost of a MEMS fabrication facility forces companies to use existing foundries such as Sandia, MCNC or Berkeley with long lead times. The problem lies not with the MEMS devices themselves, but with the semiconductor-based manufacturing techniques employed to build them. Semiconductor wafer fabs excel at producing high-volume integrated circuits using standard CMOS processing, but many MEMS devices are manufactured in lower volumes with more complex structures, such as moving three-dimensional micromirror arrays.

<table>
<thead>
<tr>
<th>Technology / Feature Geometry</th>
<th>Min. Feature size** / Feature Positional Tolerance</th>
<th>Material Removal Rate</th>
<th>Materials</th>
</tr>
</thead>
<tbody>
<tr>
<td>Focused Ion Beam/2D &amp; 3D</td>
<td>200 nm / 20 nm / 100 nm</td>
<td>0.5 µm³/sec</td>
<td>Any</td>
</tr>
<tr>
<td>Micro Milling or Turning</td>
<td>25 µm / 2 µm / 3 µm</td>
<td>10,400 µm³/sec</td>
<td>Polymers, Al, Brass, Nickel, SS and Titanium</td>
</tr>
<tr>
<td>Excimer Laser/2D or 3D</td>
<td>6 µm / &lt; 1 µm / &lt; 1 µm</td>
<td>40,000 µm³/sec</td>
<td>Polymers, Ceramics and some metals</td>
</tr>
<tr>
<td>Femto-Second Laser/2D or 3D</td>
<td>1 µm / &lt;1µm / &lt; 1 µm</td>
<td>13,000 µm³/sec</td>
<td>Any</td>
</tr>
<tr>
<td>Micro-EDM(Sinker or Wire)</td>
<td>25 µm /3 µm / 3 µm</td>
<td>25x10⁶ µm³/sec</td>
<td>Conductive materials</td>
</tr>
<tr>
<td>LIGA/2D</td>
<td>&lt; 1 µm / 20-500 nm / ~ 300 nm across 75 mm</td>
<td>N/A</td>
<td>Copper, Nickel, Permalloy</td>
</tr>
</tbody>
</table>

*Table 1. Material and Feature Size Guidelines by Process Type [1]*

There are non-semiconductor processes for making MEMS devices that include focused ion beam machining, mechanical turning and milling, laser processing, electro-discharge machining
and LIGA. Each technique can be classified in terms of minimum feature size, position tolerance, maximum material removal rate and material compatibility [1] as shown in Table 1.

Focused Ion Beam (FIB) machining is a process in which the kinetic energy of accelerated ions is converted to thermal energy and used to vaporize very small amounts of material from a workpiece. It is a 3-D process with extremely high tolerances that can be used on any material. The main disadvantages are slow material removal rate (MRR) and high equipment costs. Excimer lasers and femto-second lasers have comparable removal rates to micro-machining. The achieved tolerances are superior to micro-machining. Excimer lasers have less material flexibility than micro-machining. Micro-Electro Discharge Machining (Micro-EDM) has an extremely high MRR and comparable accuracy to micro-machining, but only works on conductive materials.

The most common material-removal processes in macro manufacturing are turning and milling. The lower dimensional limits of these processes are being expanded by current research. Micro-machining is the process of chip removal by means of a spindle and an end mill in the diameter range of 200-µm or less. Part features are on the order of 25 µm. Carbide milling tools are commercially available in 100-µm size. Researchers have created custom diamond tools as small as 22 µm. Feature aspect ratios of 40:1 have been achieved on machined parts. Micro-machining has the advantage of greater material and geometry flexibility than that of lithography and most other micromachining processes.

Current micro-machining techniques using a high-speed spindle are plagued with tool runout that limits the feature size and tolerance. A proposed concept is to replace the high-speed spindle with a piezoelectrically driven tool holder that can move the diamond tool tip in an elliptical motion at frequencies up to 5000 Hz - the equivalent of 300,000 rpm. The two actuators are driven independently to create a tool path that can be changed from linear to elliptical to circular with the amplitude, frequency and phase of the excitation voltages. Advantages of this technology include:

- Optical surface finish
- Sub-micrometer 3D feature size and position
- Extremely low cutting forces
- No burring at the edge of a cut
- Applicable to a wide range of materials – metals, plastics and ceramics

A terminology convention will be used throughout this report to differentiate between the vibrating motion of the Ultramill diamond tool and the overall motion of the Ultramill as a unit during machining operations. The Ultramill’s diamond tool motion with respect to the Ultramill body will be referred to as the tool path. The motion of the Ultramill body with respect to the
workpiece will be referred to as a motion plan or motion program. Two states of repair for the Nanoform 600 DTM y-axis will be discussed in this paper. State “A” is a condition of degraded air bearing stiffness. State “B” is the nominal condition of the axis.

4.2 EXPERIMENTAL APPARATUS

4.2.1 ULTRAMILL ELLIPTICAL TOOL PATH

The Ultramill linkage consists of two piezoelectric actuators with pin connections to the tool holder and diamond tool. The elliptical tool path is generated by actuating the piezo stacks with out-of-phase sinusoidal voltage signals. An illustration of the tool path is shown in Figure 1.

Figure 1. Ultramill tool path.
The graph at the top of Figure 1 shows the cos(t) voltage signal applied to the left-hand piezo stack and the sin(t) actuation applied to the right-hand stack. The changes in length of the piezo stacks and resulting position of the tool holder are illustrated in the bottom of the figure. The change in length of one piezo stack for a 400 volt peak-peak (Vpp) sine wave is less than 9 µm. The tool path ellipse is about 22 µm in the major direction and 4 µm in the minor direction for a 400 Vpp sine wave [2]. In the case of 1000 Hz voltage signals, the elapsed time of this cycle would be one millisecond. An illustration of successive Ultramill upfeed cycles is shown in Figure 2 [2]. R₂ is the approximate surface radius of a single cycle. R₁ is a transient radius that is not seen on a finished part, because it is eliminated by a subsequent cycle.

![Figure 2. Three Ultramill upfeed cycles.](image)

### 4.2.2 ULTRAMILL COOLING SYSTEM

A photograph of the Ultramill with part of the cooling chamber cut away is shown in Figure 3 [2]. A diagram of the Ultramill cooling system is shown in Figure 4 [2].
Figure 3. Ultramill cut-away.

Figure 4. Ultramill cooling system.

The reservoir, chiller, pump, and controller are contained within a Thermocube thermoelectric cooler. The controller maintains a constant temperature of the fluid returning to the reservoir from the Ultramill cooling chamber. This temperature is the setpoint of the Thermocube controller. The fluid used is 3M Fluoroinert 3283. It is a dielectric, extremely low viscosity coolant chosen to be compatible with the piezoceramic actuators and to promote turbulent
convection [2]. The Thermocube is equipped with a 30 Hz diaphragm pump. Transmission of pump vibration to the Ultramill was minimized by using gravity flow through the cooling chamber and separating the inlet hose from the chamber.

4.2.3 NANOFORM/ULTRAMILL INTEGRATION

The Ultramill was adapted to the 3-D micro-structuring application by mounting it on the Nanoform 600 3-axis DTM. This allows the Ultramill to be moved in x- and z-directions with 1.25 nanometer resolution, and in the y-direction with 40 nm resolution. Figure 5 shows the experimental assembly.

The Ultramill is mounted on the y-axis. Figure 5 also shows the 130x video microscope used for Ultramill touch-off and process monitoring. The parts to be machined are placed on the Nanoform vacuum chuck. The inset shows the rake face of the 1 mm radius Ultramill diamond tool and a side view of the static diamond tool used to turn parts flat before machining. A blank is placed on the vacuum chuck and diamond-turned to the desired surface finish before the Ultramill is used. After a blank is prepared with the static diamond tool, the vacuum chuck and spindle are locked to prevent rotation in preparation for micromachining using the Ultramill. In the inset of Figure 5, the major axis (a) of Ultramill tool motion is in the x-direction and the minor axis (b) is in the z-direction. Upfeed of the Ultramill is accomplished by Nanoform x-axis motion, which in turn moves the vacuum chuck and part with relation to the Ultramill. Vertical
motion of the y-axis is the crossfeed direction for the Ultramill. Touch-off and depth of cut changes for the Ultramill are controlled by the z-axis.

4.2.4 MICROMACHINING EXPERIMENTS

Micromachining is accomplished by rastering the Ultramill across the face of the part. Figure 6 shows an example machining sequence of five raster passes for a flat with no depth changes.

![Figure 6. Rastering sequence.](image)

In this example, the upfeed distance is 2 mm and the crossfeed increment is 1 μm per pass. Negative-x direction on the Nanoform 600 is the upfeed direction for the Ultramill. At touch-off, the z-axis is zeroed at the apparent surface of the part. In the Nanoform coordinate system, negative-z displacements from zero are deeper into the part. Figure 6 shows five raster passes with a 3 μm intended depth of cut and a 1.5 μm clearance from the part during x-axis backfeed.

4.3 ULTRAMILL MOTION PLANNING

Traditional micro-milling motion programs require that the tool center path be offset from the desired surface by the fixed tool radius. The elliptical motion of the Ultramill diamond tool means that the effective tool shape changes with the relative orientation of the Ultramill and the desired structure. This section will discuss how Ultramilled surface features affect the motion program path, graphical methods of Ultramill motion planning, and proposed methods of automatic motion program generation.
4.3.1 Ultramilled Surface Features

Surface finish of a raster-cut flat surface is affected by Ultramill actuation frequency, elliptical tool path, tool radius, upfeed speed and crossfeed pass increment. The peak-to-valley (PV) surface finish in the upfeed direction is approximated by Equation 1 [2].

\[ PV = \frac{ufpc^2}{8(R_u)} \] (1)

In Equation 1, ufpc is the upfeed per cycle, defined as the upfeed velocity divided by the Ultramill actuation frequency. \( R_u \) in Equation 1 is the surface radius of the workpiece at the bottom of the Ultramill tool path. It is approximated by Equation 2 [2]

\[ R_u = \frac{a^2}{b} \] (2)

In Equation 2, \( a \) is the major axis of the Ultramill tool path ellipse and \( b \) is the minor axis. PV surface finish in the crossfeed direction is defined by Equation 3 [2].

\[ PV = \frac{f^2}{8(R_t)} \] (3)

In this expression, \( R_t \) is the tool radius and \( f \) is the crossfeed increment per pass.

Micro-structured features on Ultramilled parts depend on elliptical tool path size, tool radius, feed speed, or increment of the Nanoform axes, and depth of cut. A typical negative surface feature created by a plunge into the part may be described by the terms depth of cut (DOC), width of cut (WOC), and length of cut (LOC). Width of cut is equal to the chord of the tool radius at a given depth of cut and is illustrated in Figure 7.

![Figure 7. Width of Cut](image-url)
Length of Cut (LOC) is equal to the chord of the tool motion ellipse at the depth of cut. It is illustrated in Figure 8.

![Figure 8. Length of Cut.](image)

Length of cut may be calculated using Equation 4.

\[
LOC := 2 \sqrt{\frac{2}{b} \frac{DOC - DOC^2}{b}} \ a
\]  

(4)

The relationship between DOC, WOC and LOC for the tool radii used in this research is shown in Figure 9.

![Figure 9. DOC vs. WOC and LOC.](image)
This minimum negative surface feature must be taken into account when programming Ultramill tool motion to produce a 3-D micro-structure. If a feature is to remain on the part, the Ultramill tool path center may approach it no closer than LOC / 2 in the upfeed direction or WOC / 2 in the crossfeed direction during the machining process.

4.3.2 MOTION PLANNING

An Ultramill motion program path must be planned using varying approach distances between the tool path center and a desired structure. These approach distances depend on the relative orientation of the Ultramill tool with respect to the micro-structure. If part features are orthogonal to the tool rake face and to the elliptical tool path major and minor dimensions, raised features may be preserved by limiting the motion program approach distance to either LOC/2 in the upfeed direction or WOC/2 in the crossfeed direction. Desired features not parallel to either feed direction require graphical planning of the motion program approach distance. This requirement is illustrated in Figure 10. The drawing shows a section of a 1mm x 1mm angstrom symbol with Ultramill negative features placed at critical points in the machining process.

![Figure 10. Ultramill features.](image)

The angstrom symbol, the logo of the Precision Engineering Center, was used as a proof-of-concept micro-structure design for Ultramill motion planning. The 1 mm angstrom symbol was designed to be machined with the 1 mm radius Ultramill diamond tool. In this example, the design change in depth of cut from background to foreground is 500 nm. At that change in DOC, and with ellipse parameters $a = 11 \mu m$ and $b = 2 \mu m$, the negative feature cut by the Ultramill is an ellipse 63 µm wide in the crossfeed direction by 14 µm long in the upfeed direction. If a raised feature is to be preserved, tool motion must be offset so that the raised feature has no interference with the Ultramill elliptical tool path. In the case of the diagonal
sides of the A, that amount is equal to the distance from the ellipse centroid to the ellipse’s point of tangency with the diagonal feature.

The graphical method of Ultramill motion planning is complex and time-consuming. The angstrom symbol motion program required approximately 20 hours to write. The difficulty of this task is due to three factors: tool offset, raster pass development, and program length. The changing tool offset for the Ultramill with x-y orientation and z depth of cut change has already been discussed. Figure 10 shows a complex-geometry part with tool offsets. Writing a motion program to produce an arbitrary structure involves several steps. For all points on each raster machining pass, the entire perimeter of the offset clearance ellipse must be checked to make sure it neither encroaches on features raised above the cutting plane, nor misses locations where cuts are desired. This takes excessive time when performed manually.

Raster machining requires determining the X and Y coordinates where the tool must execute Z direction motions (lift from or plunge into the part). This must be done for each change in elevation for features on the part, and for every raster pass. Parts machined to date have required from 50 to 200 raster passes.

The PMAC controller used on the Nanoform 600 uses a low-level language. The commands are simple but many are required to execute a sequence of tool moves. Programs to machine typical contoured parts are estimated to need from of 600 to 3500 commands. Writing the program therefore is laborious, slow, and prone to typing and logic errors.

To more readily create Nanoform machining programs, an effort was begun to automate the processes for motion program planning and PMAC code writing. This has resulted in two MATLAB programs for machining program generation. The first program, MORPH3, finds the tool-offset points required to produce a given feature edge, and calculates the X and Y coordinates at which tool motions in Z (lift or plunge) must be executed. At present, the program is limited to part designs with only 2 levels in the vertical or Z direction, i.e. raised features on a machined background. Also, the edges of the raised features must be perpendicular relative to the machined background. The second program, PMACWRITER, generates code for a machining program, in a standardized format. Although some editing is usually necessary before the machining program can be used, nearly all of the routine labor has been eliminated.

The required offsets for the tool center point can be determined using the morphological operation of “dilation” [3]. Dilation is a mathematic operation analogous to “touching” a “probe” of known geometry to an unknown surface (Figure 11). An image is constructed by observing the displacement of the probe relative to a reference point, as it is swept along the surface locations with the probe. In the situation here, the “probe” is the offset ellipse for the tool center, and the “surface” is the set of edges defining raised features on the part. The
coordinates of the points defining the dilated image correspond to the X and Y locations of the tool center point, where Z motion (lift or plunge) must occur, to produce the desired features.

![Figure 11. Dilation of a Surface.](image)

“Erosion” is an operation, which applies a known probe to a dilated image, to reconstruct the surface. Generally the reconstruction deviates from the actual surface, since variations in the surface result in contact at different points on the probe. For Ultramill machining, the eroded surface may be thought of as the part, which will actually be produced, given the required tool center offsets. Features cannot be produced if they are of smaller scale than the tool center offset ellipse. This will be illustrated below.

MATLAB’s Image Processing Toolbox contains standard functions to perform dilation (imdilate) and erosion (imerode) on an array of data. In this case, the data array is a discretized representation (bit map) of the part to be machined. The elliptical probe (called a “structural element” in the MATLAB functions) is approximated by a rectangle with dimensions equal to the major and minor axes of the tool center offset ellipse. The first step in developing a machining program is to create a bit map of the part. This can be done by scanning a black and white image, or by manipulating a CAD drawing made in a program such as Solidworks, as in Figure 12, left. In this initial bit map, the raised sections of the part are dark, while the background is light. The bit map must be scaled, so that each pixel in the crossfeed direction corresponds to the planned crossfeed increment for machining (i.e., if the crossfeed increment is to be 2 µm per pass, then each pixel has a crossfeed dimension of 2 µm). Pixel scale in the upfeed direction is arbitrary, although square pixels are typical.
The MATLAB program MORPH3 is then run, using this scaled bitmap (Figure 12, right) and dimensional information for the tool center offset ellipse. MORPH3 creates a rectangular structural element that approximates the clearance ellipse, which is used in the dilation and erosion functions. Output from the program consists of a repeat of the bit map of the original part (Figure 13, left); the dilation (Figure 13, middle); the erosion of the dilated image (Figure 13, right); and a tabular listing of the tool motions in Z by pass, X (upfeed) and Y (crossfeed) coordinates. The MATLAB image processing functions require a reversal of the scheme used to indicate surface height on the part—in Figure 13 note that black now represents the background, and white indicates the raised portions of the part.
The reconstructed surface, obtained by eroding the dilated image, is useful in checking that the machined part will actually be as designed. Figure 13 used a tool center offset ellipse consistent with the scale of the features on the part. In Figures 14 (left) and 14 (right), the offset ellipse is oversized relative to the smallest features on the part. Figure 14 (right) clearly shows that the finished part will have unintended features. In this case it will be necessary either to modify the design of the part, change tool geometry, or adjust the dimensions of the machining ellipse.
The motion program coordinates determined by the MORPH3 program are used as input to the PMACWRITER program, which generates the actual text file used by the Nanoform’s PMAC controller. PMACWRITER consists of standard text blocks of PMAC commands, into which are inserted the numerical values calculated by MORPH3 for a specific part design.

Three sources of possible deviations between the actual vs design parts have been identified. The first type, depicted in Figures 14 (left) and 14 (right), comes from a mismatch between the resolution needed on the part and the size of the tool center offset ellipse. A second problem stems from using a rectangular probe for dilation and erosion, instead of the actual ellipse. Using an array of pixels, which more closely approaches the shape of the tool center offset ellipse, can reduce this error. A third error source results from using a bit map instead of an analytical model—curves and diagonals are depicted as series of stepped squares, instead of in their true shape. But raster machining itself is inherently a discrete operation, since cross feed passes are made at specified intervals. The estimated error in feature size, arising from this source, is from $\frac{1}{2}$ to $1\frac{1}{2}$ times the pixel dimension, depending on the orientation of the feature edge relative to the tool path. Most of the parts machined to date have used a crossfeed step of $1 \mu m$ per pass. Had these parts been machined using a program generated from a bit map, the pixel size would be $1 \mu m$ square, and there would be a potential error of approximately $1.5 \mu m$ from the original design drawing.
4.3.3 MICROMACHINING RESULTS

Two sizes of 3-dimensional structures were manufactured. The first was made with the 1 mm-radius Ultramill diamond tool. It was a 1 mm-square version of the Precision Engineering Center angstrom logo. The second, made with the 50 µm-radius tool, was a 200 µm-square version of the logo. The comparative size of the structures is shown in Figure 15.

![Figure 15](image_url)

**Figure 15.** Interferograms of 1 mm angstrom symbol and 200 um angstrom symbol (top left).

The workpiece material for all machining experiments in this report is hard-plated copper. The 1 mm-square angstrom symbol shown in Figure 15 was made with the rastering sequence similar to the one shown in Figure 6 of section 4.2.4. Upfeed and crossfeed directions are shown for reference in Figure 15. Figure 16 shows a background upfeed direction profile of this part with the location of the profile highlighted on a partial view of the part.

![Figure 16](image_url)

**Figure 16.** 1 mm angstrom background upfeed profile: 159 nm PV, 32 nm RMS.
Due to a programmed upfeed speed incompatible with the acceleration limits on the Nanoform 600 control system, upfeed speed was not constant at any point on this part. The average upfeed speed was approximately 2.4 mm/sec. At 1000 Hz Ultramill actuation frequency, the approximate ufpc is 2.4 µm upfeed per cycle. Theoretical PV error in the upfeed direction is about 12 nm. The PV error over this profile is 160 nm. Surface frequencies lower than 416/mm (1000 Hz at 2.4 mm/s) are visible. A crossfeed profile of this part is shown in Figure 17.

The crossfeed increment between passes was 5 µm. With the 1 mm radius tool, this gives a theoretical crossfeed PV error of about 3.1 nm. PV error over this profile is 119 nm. Over the 300-µm length of the inspection profile, 60 crossfeed cycles were expected. The lower-frequency visible peaks in this area indicate unknown variables in the process. Due to surface errors greater than 100 nm peak-peak in the parts shown above, the authors investigated the performance of the y-axis air bearing.

After adjusting the y-axis to increase the stiffness by 100% (nominal state B), a 200 µm x 200 µm angstrom symbol was machined using the 50 µm radius tool. Figure 18 shows a background upfeed profile of this part, and Figure 19 shows a background crossfeed profile. Upfeed speed for this section of the angstrom averaged 0.5 mm/sec. The part was machined with the Ultramill running at 1000 Hz. The ufpc is 500 µm at that speed. The theoretical PV error in the upfeed direction is about 1 nm. The PV error in this upfeed profile is 40 nm. The area of interest in Figure 19 is masked so that the raised sections of the angstrom symbol will not dominate the Zygo NewView’s best-fit-plane calculation. The crossfeed increment for this part was 1 µm. The theoretical PV error in the crossfeed direction with the 50 µm radius tool is 2.5 nm. Over the 85 µm length of this profile, there should be 85 crossfeed marks of 2.5 nm height. The PV error in this profile is 91 nm, and the RMS error is 19 nm. Figure 20 shows the smallest feature.
achieved with the Ultramill to date. This section of the symbol is 15 µm wide in the upfeed direction.

**Figure 18.** 200 µm angstrom symbol background upfeed: 40 nm PV, 10 nm RMS.

**Figure 19.** 200 µm angstrom symbol background crossfeed: 91 nm PV, 19 nm RMS.
Rastered flats were machined with the Ultramill to assess best-case form and finish capability. Because no depth of cut change is required during an upfeed pass, upfeed speed is constant over a significant portion of the part. Constant surface frequencies in the upfeed direction allow comparison of significant frequencies in the machining process with those on the part. The part in Figures 21 and 22 was machined with the y-axis in its nominal state B and with the 50 µm-radius Ultramill tool. The upfeed speed was 100 mm/min upfeed speed and the crossfeed increment was 1.67 µm. At 1000 Hz, the upfeed speed of 1.67 mm / sec yields a 1.67 µm upfeed per cycle (ufpc). An upfeed profile at 100x is shown in Figure 21. Over the 16.7 µm length of the profile, the 10 expected Ultramill cycles are visible. The expected PV height of these cycles is 6 nm. Each peak shown is about 10 nm above the local mean of the profile. A longer profile is shown in Figure 22. The 30 Ultramill cycles expected in this 52 µm profile are visible in this figure, but 3 lower-frequency waves are also visible, with a spatial frequency of about 58/mm. At the programmed upfeed speed of 1.67 mm/s, this translates to a time-domain frequency of 97 Hz. Frequencies in this range are supported by z-axis position data and capacitance gage vibration data discussed in the next section.
4.4 DISCUSSION OF SURFACE FEATURES

4.4.1 ULTRAMILL VIBRATION

4.4.1.1 Y- and Z- axis Combined

Some of the experiments were performed with the y-axis in a state of degraded stiffness, referred to as State A. Measurements of vibration with the Ultramill running were taken before and after the air-bearing repair. A capacitance gage was mounted on the Nanoform x-axis targeting the forward face of the Ultramill beside the tool holder. Because the y-axis is mounted on the z-axis, data acquired with this experiment includes both z-axis motion and y-axis air-bearing vibration. The peak-peak vibration with the y-axis in its degraded state A is about 230 nm. The dominant frequency of vibration in this state is the 1000 Hz UMHS actuation frequency. Due to the high level of vibration, the y-axis air bearing was regapped to the design dimension. This configuration is known as state B. Figure 23 shows 25 kHz vibration data gathered after this procedure, and Figure 24 shows an FFT of that data. The peak-peak vibration is about 80 nm in this case. In the FFT, the 30 Hz amplitude peak of the diaphragm pump is visible. The largest amplitude in this data occurs at 10 Hz.
Figure 23. Cap gage output of State B: z-axis holding position, Ultramill 1000 Hz / 400Vpp

Figure 24. FFT of State B vibration.

4.4.1.2 Y-axis

Vibration measurements were taken for nominal state B of the y-axis with the Ultramill mounted on the y-axis, but with the y-axis removed from the Nanoform. The vibration data is shown in Figure 25.
Figure 25. Y-axis state B vibration, mounted on optical table, Ultramill 1000Hz / 400 Vpp.

The peak-peak vibration is about 80 nm. The 1000 Hz actuation frequency of the Ultramill is readily apparent in this signal. Figure 26 shows the low-frequency range of an FFT of this vibration data.

Figure 26. FFT of state B off Nanoform.

The largest peak in this low-frequency range is at 60 Hz.
4.4.1.3 Z-axis

High-frequency axes position data has been gathered from the Nanoform 600 PMAC controller during the Ultramill experiments. Figure 27 shows 450 Hz data of ten consecutive passes in a rastered flat program with 2 mm upfeed distance and 1.5 µm crossfeed increment. The Ultramill was operating at 1000 Hz during this data collection. The data was gathered as a flat was being cut. A peak-peak position error of 19 nm occurs during the first pass at the bottom of Figure 27.

Figure 27. Ten 1.5 µm crossfeed passes (Ultramill actuated at 400 Vpp / 1000 Hz)

An FFT of time-domain data from pass #1 is shown in Figure 28. The highest amplitude is at 13 Hz. This frequency shows some agreement with the 10 Hz peak observed in combined y- and z-
axes vibration in Figure 23. The programmed upfeed speed of this part program was 1.5 mm/sec. Position data from the x-axis was differentiated to yield data on upfeed speed and confirmed that the part speed within the central 1.8 mm in the x-direction was constant at 1.5 ± .05 mm/s. Surface frequencies in the upfeed direction should also be constant over this area. The 13 Hz peak of z-axis vibration (shown in Figure 28) should yield a spatial frequency of 19.5/mm at 1.5 mm/s. A 20x Zygo NewView white light interferogram of this flat was taken, covering 700 µm of upfeed distance in the center of the flat. Figure 29 shows a power spectral density (PSD) plot of an upfeed pass. The power spectral density plot shows a peak at 20/mm spatial frequency. This agrees with the 13 Hz peak in z-axis vibration shown in Figure 28. The lowest-frequency peaks in this PSD plot have a wavelength are on the order of the total size of the interferogram and should be neglected. The peak at 65/mm spatial frequency (97 Hz @ 1.5 mm/s) agrees with the 100 Hz peak in z-axis vibration shown in Figure 28.

![Figure 29. Power spectral density, 1.5 mm/s upfeed pass.](image)

### 4.4.2 Temperature Experiments

Because the motion commands of an Ultramill motion program are open loop, any change in operating condition will influence the position of the tool. One area of concern is the temperature, especially since the cooling system is needed to protect the piezoelectric actuators from damage. An experiment was performed to study thermal effects on Ultramill depth of cut. A flat 2 mm in the x (upfeed) direction by 200 µm in the y (crossfeed) direction was machined. The crossfeed increment used was 1 µm. A deliberate temperature excursion was caused just after pass 50. This was accomplished by raising the Thermcube controller’s setpoint temperature 5º C. This setpoint is the return temperature of the cooling system or the temperature of the Ultramill cooling chamber. The setpoint temperature was lowered to the original value (20º C) after reaching apparent thermal equilibrium at the elevated temperature. The 50 µm section of thermal equilibrium provided a baseline against which to measure the effects of the temperature excursion. The flat area also provided a rough fiducial feature to line
up (in y) the section of best-case flatness with the section of best-case temperature control. Depth of cut data was measured using the Form Talysurf profilometer.

The surface profile is plotted as a function of crossfeed distance in Figure 30. The depth of the 50-um EVAM flat section between y = 0 mm and y = 0.05 mm is zeroed so that any deviations are equal to the change in depth of cut. A temperature excursion of 7º C in piezo stack skin temperature resulted in a change in depth of cut of 2.2 µm. These changes in temperature and DOC, when applied to the 24.4 mm length of the piezo stacks, indicate an effective coefficient of thermal expansion (CTE) of 13 ppm / ºC. The theoretical thermal expansion trace applies this CTE to the piezo stack temperature data. It is not obvious from these experimental results whether the temperature(s) controlling expansion had reached equilibrium at the time that the setpoint temperature was reduced, about five minutes after the initiation of the temperature excursion. Also, the slope of thermal contraction was neither constant nor equal to the slope of expansion. Due to the questions raised by these results, experiments were performed to directly measure tool holder position over longer periods of time.

These experiments were performed with the Ultramill dismounted from the Nanoform 600. A light acrylic mounting block with a thin brass capacitance gage target was mounted on the Ultramill tool holder. The capacitance gage was positioned to measure average tool holder position. Federal gages were used to measure movement of the locknut face. Any deformation of the cooling chamber would be reflected by locknut motion. Figure 31 shows the experimental arrangement.

Figure 30. Surface profile shown with theoretical thermal expansion.
The piezo stack skin temperature, tool holder average total deflection, and Federal gauge deflections for 2 locations on the tool holder locknut are plotted as functions of time in minutes. Before each test, the Ultramill was allowed to come to thermal equilibrium after power was applied to the piezo stacks, as defined by no variation in either piezo stack temperature or coolant return temperature for at least 5 minutes. The control setpoint for the coolant return temperature was then increased by 3 degrees C in a single step. The coolant return setpoint was held constant for a period of 10 to 25 minutes, until the tool holder displacement appeared to have reached steady state. Then the coolant temperature setpoint was reduced by 3 degrees C to return to the original value. Data logging continued until it appeared that tool holder displacement had reached steady state.

During the tests, the capacitance gauge measured instantaneous position data for the tool holder total deflection. This instantaneous data included the elliptical motion of the tool driven by the piezo stacks. The overall trend of the tool holder position envelope was watched visually to estimate when steady state deflection had been reached. The average position was determined by filtering the instantaneous data to remove the components of tool motion.
The tool holder average deflection, as a function of piezo stack temperature, is significant. Based on the upper equilibrium temperature of the piezo stacks (ignoring the overshoot right after changing the coolant return temperature), the tool holder expansion rate averages 0.8 µm / °C. If a similar rate holds for small piezo stack temperature changes, then even a 0.1 °C increase in stack temperature during machining could mean a growth in the tool tip position on the order of 80 nm, which could be a significant dimensional error for some machined parts.

The tool holder average position change, as a function of piezo stack skin temperature, is not constant. While Figure 32 shows a maximum expansion of about 2.5 µm for a 3 ºC excursion, other test results ranged from 1.8 to 3.2 µm for similar conditions. It can take different amounts of time (from the time the coolant return temperature setpoint is changed) to achieve maximum tool holder expansion.

The thermal deflection of the Ultramill cooling chamber is small compared to that of the tool holder, as shown by the Federal gage results. During a typical machining run, piezo stack temperature variation rarely exceeds 0.2 °C. The temperature excursions seen in these tests are extreme compared to operational situations. However, the relatively large piezo stack and/or tool holder expansions, which occurred during the test, indicate that temperature changes could be a major factor in Z-direction deviations from nominal depth of cut.

Figure 32. 3 degree temperature excursion, 25 minutes duration.
4.4.3 Future Work

Future work in process characterization involves new analysis techniques for use with white light interferometer surface topology data and improved data gathering techniques for use during the machining process. Programs have been developed in Matlab for the analysis of specific surface features such as a single upfeed groove or crossfeed tool-radius feature. Nanoform axis-position data gathering techniques are being modified to produce higher-density data during the machining process that may be combined with part topology data to identify the causes of deviations from theoretical surfaces.

Future work in automated program generation should address the following 3 items, most likely in the order presented:

1. Replacement of the rectangular “probe” used for dilation and erosion, with pixel arrays, which more closely approximate the shape of the tool, center offset ellipse.
2. Expanded capability of automatically generated machining programs to allow part designs with features located at several elevations above the background.
3. Extension of automatically generated machining programs to allow part designs with profiled edges, e.g. ramped or curved transitions between different elevations.

4.5 Conclusions

Machining tests to date in hard-plated copper have demonstrated that EVAM using the Ultramill High Speed and Nanoform 600 combination is capable of sub-millimeter 3-D microstructuring. Microstructures as small as 200 µm square have been fabricated, comprised of binary features with arbitrary geometry as small as 15 µm wide and 0.5 µm high. Surface finishes of 14 nm RMS (40 nm PV) in the upfeed direction and 19 nm RMS (91 nm PV) in the crossfeed direction have been achieved.

Tool geometry and motion programming are important factors in the scale and shape of 3-D features which can be achieved on a microstructure. Reducing the diamond tool’s nose radius from 1 mm to 50 µm allowed the overall size of a demonstration microstructure (the PEC’s angstrom logo) to be reduced from 1 mm to 0.2 mm square. Further work in motion program planning and machining strategy is expected to permit more complex (non-binary) 3-D geometries to be achieved, and may permit further reduction in feature sizes. Automated motion program generation will facilitate this work, by reducing the turnaround time required to run experiments.
Theoretical surface finishes in both the upfeed and crossfeed directions are less than 10 nm PV, as predicted by the EVAM tool path parameters. This is considerably better than results to date. Temperature excursions in the piezo stacks, DTM axes vibration, and electrical / controls issues all are potential reasons why theoretical finishes have not yet been achieved. Further work is required to identify the contribution of each of these factors to the machined surfaces, as well as which of them can be economically improved and by what degree.
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The term Live-Axis turning (LAT) has been coined to describe a lightweight, linear-motor driven, air bearing slide that can be used to fabricate non-rotationally symmetric optical components. The system described is the result of a joint effort by the PEC and Precitech to create a long-range fast tool servo to fabricate future NASA optics. The slide uses a triangular cross-section, lightweight (0.6 Kg) honeycomb aluminum piston, driven by a linear motor (27 N maximum force), resulting in an acceleration capability of 45 g. The LAT axis has been mounted on a Nanoform 600 diamond turning machine and both flat surfaces and tilted flat surfaces have been machined. The flat surfaces had surface finishes of 75 nm rms and the tilted flat surfaces, using a maximum stroke of ± 2 mm at 20 Hz, had a surface finish of 240 nm rms. Current efforts are centered on the control system to improve the surface finish and figure error.
5.1 INTRODUCTION

The objective of the development of a Live-Axis Turning (LAT) system is to apply recent advances in air-bearing slide design and linear motors to increase the velocity and range of tool motion and demonstrate a commercially viable device that will extend the fabrication capability of non-rotationally symmetric (NRS) surfaces. This technology, aided by high-resolution feedback devices and advanced control algorithms, will allow NRS surfaces to be machined efficiently and accurately on currently available diamond turning lathes. The goal is to create a tool axis capable of 4 mm displacement at 20 Hz.

Diamond turning has revolutionized optical fabrication because of its ability to accurately and rapidly create optical surfaces, as well as the opto-mechanical features needed for alignment. An emerging trend in optical design is the use of optical surfaces that are non-rotationally symmetric (NRS). When such surfaces are included in an optical system, the number of components, bulk and weight of the system can be reduced. The shape of these surfaces can typically be divided into a best-fit sphere or asphere and a non-symmetric component as illustrated in Figure 1. It is this non-symmetric component of a surface that requires the use of a fast axis.

![Decomposition of mirror surface](image)

**Figure 1:** Decomposition of mirror surface (a) into symmetric (b) and non-symmetric (c) components for on-axis fabrication.
NRS surfaces can be created on a diamond turning machine (DTM) by using two standard axes (slow) to generate the entire surface or three standard axes with a fly cutter to raster scan the surface. Problems arise with these two methods: in the first method, the spindle speed must be less than 50 rpm because of the low bandwidth of the standard (slow) axes and thus, the time for one pass of the tool for a 25 mm part will be over one hour. The second method requires exceedingly slow scans to produce an optical surface finish with a flycutter. Thus, long machining times and the associated thermal drift hamper both methods. Another technique is to add a Fast Tool Servo that is synchronized to the rotary position of the spindle on a 2D lathe (shown in Figure 2). This arrangement makes a diamond turning machine more versatile and can efficiently produce an NRS optical surface. The main axes of the DTM create the symmetric component, the FTS adds the non-symmetric component and together they create the desired optical shape. The range of this auxiliary FTS axis dictates the maximum feature size possible while the feed rate and spindle speed have a direct bearing on the time and thus, the cost to fabricate the surface.

5.2 ACTUATOR DESIGN

The goal is to develop a lightweight, high-speed, air bearing, linear motor driven slide that can operate with a stroke of 4 mm at 20 Hz. The LAT design consists of a lightweight aluminum-honeycomb slide driven by a linear motor and guided by stiff air bearings. A holder for a diamond tool is attached to the front of the slide. A drawing and photograph of the LAT system is shown in Figure 2.
5.2.1 Slide Material

The first step in the axis design was to select a material for the slide and develop the shape of the cross-section. The slide required a small moving mass, high stiffness to produce a high natural frequency for the system and sufficient surface area to produce a stiff air bearing. For these reasons, aluminum honeycomb was selected as the working material. Aluminum honeycomb consists of a honeycomb core of thin aluminum sheet sandwiched between two thicker aluminum faces. The core cell structure holds the face sheets apart to generate the high bending stiffness but its low shear strength tends to decrease the theoretical stiffness by about 80%. The properties of flat honeycomb samples were calculated and measured, and a model for the actual material properties based on modulus and density was constructed. This model was used in the analysis discussed next.

5.2.2 FEM Analysis

To select an optimum cross-section shape, finite element models were created for different candidate shapes. Three basic shapes were analyzed: a box, a V-shape, and a triangle, as illustrated in Figure 4. The properties of interest are the bending stiffness, mass, first natural frequency, center of gravity, location of the linear motor and location of the position sensing encoder.

![Figure 4: From left to right, the box, V-shape, and triangular slide designs](image)

After simulating static bending as well as dynamic mode shapes for each slide design, the box geometry was eliminated because removal of material to embed the motor caused a large drop in natural frequency. The remaining designs were compared using data obtained from simulations as shown in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>Mass (g)</th>
<th>Nat.Freq. (Hz)</th>
<th>Lateral stiffness (N/µm)</th>
<th>Vertical stiffness (N/µm)</th>
<th># Parts</th>
</tr>
</thead>
<tbody>
<tr>
<td>V Shape</td>
<td>400</td>
<td>3450</td>
<td>8.145</td>
<td>8.17</td>
<td>4</td>
</tr>
<tr>
<td>Triangle</td>
<td>445</td>
<td>3950</td>
<td>25</td>
<td>10.5</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 1: Comparison of V Shape and Triangle slide designs
Although slightly heavier, the triangular cross-section was selected because it proved more resistant to static forces such as tool-tip loads, displayed a higher natural frequency than the V shape and required a housing structure with the least number of parts, simplifying the assembly.

5.2.3 SLIDE LENGTH

Another important design issue is the length of the moving slide. As the slide length increases, the bearing stiffness and natural frequency increase due to the larger surface area. However, the structural natural frequency of the moving slide decreases as the length increases. After analyzing the changes in natural frequency and the rate of change of stiffness with bearing length, a 7” slide was selected as the optimum length.

5.2.4 MOTOR SELECTION

A brushless linear motor was chosen for its smooth motion characteristics, high accuracy, repeatability, high acceleration capabilities and stiffness. To reduce the moving mass of the system, the smallest/lightest motor capable of producing enough continuous force to drive the system was desired. Equation (1) was used to determine the force needed to drive the system:

\[ F = mA\omega^2 \]

where \( m \) is the mass in Kg, \( A \) is the amplitude in m and \( \omega \) is the frequency in rad/sec. For an assumed moving mass of 500 g, an operating frequency of 20 Hz, and an amplitude of 2 mm (for a total stroke of 4 mm), 15.8 N are needed to drive the system. From the Airex Linear Motor P12 Series, the P12-1 is chosen (continuous force 27 N [2]). This motor weighs 100 g.

5.2.5 MOUNTING BRACKET

The motor mount bracket connects the motor to the slide. The bracket must support the full weight of the motor, provide a rigid coupling to the slide and have minimum weight. The first bracket tested had a square faceplate to be bolted to the rear of the slide and a channel with 1.5 mm thick walls and vertical gussets to contain the motor. However, this bracket was disappointingly flexible, allowing too much deflection between the motor and slide. As a result of modeling, the faceplate was made taller to provide more resistance against vertical bending; also horizontal gussets were added. Lightweighting holes were also added to the bracket in non-critical locations to reduce the mass.
The new bracket, shown in Figure 5, performed well in dynamic simulations. The natural frequency of the slide-bracket-motor system was increased by nearly 50% and deformation was similar to that predicted for the slide and motor, indicating sufficient bracket stiffness.

5.2.6 Experimental Verification

When the moving slide was fabricated, accelerometers were used to observe its dynamic characteristics and compare those results to the predicted behavior. A free-free natural frequency test was used both with and without the motor and bracket. The setup for the experiment is shown in Figure 6.

![Figure 6. Setup for frequency analysis](image)

A hammer was used to strike the slide resting on soft foam. The attached accelerometer then reported the vibration. The results are given below in Table 2.

<table>
<thead>
<tr>
<th></th>
<th>1st Natural Frequency (Hz)</th>
<th>2nd Natural Frequency (Hz)</th>
<th>Ratio of First/Second</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicted Results</td>
<td>3950</td>
<td>5110</td>
<td>0.77</td>
</tr>
<tr>
<td>Actual Results</td>
<td>3540</td>
<td>4660</td>
<td>0.76</td>
</tr>
</tbody>
</table>

With the values for the first and second natural frequencies showing a near match, two accelerometers were used to observe the vibration at different spots simultaneously on the slide. The relative magnitude and phase data of the two positions confirmed the predicted mode shapes – a twisting motion at the first frequency and a bending mode at the second.

5.2.7 Linear Encoder

The Renishaw RGH24B linear encoder provides position feedback to the UMAC controller for position control and to the amplifier for commutation. The encoder scale is in the form of a steel tape and is attached to the top of the slide via an adhesive backing. The readhead is rigidly attached to the structure of the bearing. The encoder signal period is 20 µm. The 1 V p-p
sinusoidal output is interpolated by the UMAC into 4096 counts per period, giving it a theoretical resolution of 5 nm. During initial machining tests, PWM noise from the X- and Z-axis amplifiers limited the actual resolution to approximately 100 nm. Subsequent line filtering improved this figure to slightly better than 50 nm.

5.2.8 TOOL HOLDER

Precitech designed a light-weight tool holder pictured in Figure 7, which attaches to the front of the triangular piston. The diamond tool is mounted on a standard commercial indexing-style insert that is bolted to the tool holder. The tool is in line with the linear encoder that is attached to the piston, so there is no Abbe offset in the position measurement.

![Figure 7. Tool holder and diamond tool mounted on the front of the triangular piston](image)

5.3 ACTUATOR FABRICATION

The piston, air-bearings and housing were fabricated at Precitech and at local contractors in the Keene, NH area. Two pistons were fabricated. The first was used for dynamic testing and the second was assembled into the air bearing and used for machining experiments.

5.3.1 AIR BEARING DESIGN

A base assembly and a top, as shown in the overall photograph of Figure 3, support the triangular piston. The base assembly is composed of a v-block with two thin etched plates brazed on the face of the bearing surfaces. These plates incorporate an innovative air bearing design and fabrication procedure. The air bearing assembly includes eight replaceable brass orifices; and external pneumatic fittings (see Figure 3) were provided to permit development of the dynamic stiffness. The bearings in the base assembly were optimized for stiffness and damping in frequency range of the first dominant vibration mode. The brazed assembly is precision ground
to provide precise air film gaps with the cap and slide assembly, which can be fine tuned at assembly. The upper air bearing in the top plate was designed primarily to provide preload for the two lower air bearings. This greatly relieves the manufacturing tolerances. All surfaces were lapped to improved flatness and finish and the final straightness on average was less than 0.0001” (2.5 µm) and the finish was 20 µin or 0.5 µm.

Alignment of the finished 90 degree v-block to the bottom of the base was accomplished by inserting the Slide/Piston into the v-block, turning the piston and base over, and placing the top of the piston on a block of steel that would be ground in place on a surface grinder. Then the bottom of the base was clean ground. After the bottom was ground, the top of the base was re-ground relative to the bottom. The piston was then inserted into the base, and the initial clearance of 0.0018” (45 µm) was ground into the base.

5.3.2 Piston Air Bearing Stiffness

Stiffness measurement was done with the base sitting on a granite plate and with a bridge built from steel, which was used to support a 10 lb test weight as shown in Figure 8. The piston was protruding approximately 0.60” from each end of the base/top plate. Precision ground risers were placed on each end of the piston as a base to form the test bridge assembly and 80 psi of air was applied to the entire assembly.

![Figure 8. Measurement of the piston air bearing stiffness](image)

The 10 lb test weight was placed in the center of the bridge, and the electronic indicator was positioned on the end of the piston. The indicator showed 5-7 µin of deflection, indicating a stiffness of 1.67 million lb/in. Then, the test weight was moved from the central position on the test bridge to the end of the test bridge, directly over the indicator. Now the indicator showed 30-
35 \textmu in of deflection. Stiffness was 300,000 lb/in. For this test, the magnetic base supporting the electronic indicator was positioned on the top plate in order to minimize deflection in the measurement loop. The air flow to the piston was measured. Flow measurements on the base with 80 psi applied were 94 liter/min. Flow measurements on the top plate with 80 psi applied were 96 liter/min.

5.4 DYNAMIC TESTING

One major concern in attaching the LAT system to the Z-axis of the Nanoform 600 DTM was the effect it would have on the motion of the Z-axis. Initial estimates showed that, given the baseline design parameters, the impact on the Z-axis would not be significant due to the high stiffness of the Z-axis and the small moving mass of the LAT axis compared to the Z-axis. For a LAT amplitude of 2 mm amplitude at 20 Hz, the force generated on the Z-axis by the 0.657 Kg moving mass will be 21 N (F=mao^2).

- Nanoform 600 (Testbed) Z-slide stiffness: k=6X10^7 N/m
- Static Deflection: @ 21 N = 0.345 \textmu m
- Dynamic Z-Slide Deflection @ 20 Hz (ignoring viscous damping and nonlinear coupling):
  DTM Z slide mass = 105 Kg
  For 21 N amplitude, A=F/(k-mo^2) = (21 N)/( 6X10^7 N/m - 105 kg*(20*2\pi)^2)=0.36 \textmu m

The small difference between the static deflection and the dynamic deflection is a result of the large difference between the excitation frequency (20 Hz) and the natural frequency of the Z-slide (105 Hz).

![Figure 9. Motion of the Z-axis of the DTM with the LAT performing a 2 mm, 20 Hz sine wave](image-url)
If this deflection only occurred at the excitation frequency (as it would with a linear system), the result would be an apparent reduction in the amplitude of the servo motion and that reduction could be compensated with increased gain. However, the low frequency servo motion excites the Z-slide at its natural frequency (105 Hz) as shown in Figure 9. The relative motion of the Z-slide at the 105 Hz natural frequency is larger than that at the excitation frequency of 20 Hz. This high frequency motion will have a deleterious effect on the surface finish and some remedy must be developed to reduce this effect. Several ideas including counter-balance masses and tuned dampers will be examined in a later phase of the project.

5.5 CONTROL SYSTEM DEVELOPMENT

The LAT system was integrated into the Nanoform 600 diamond turning machine for the machining experiments. The machine controller, a Delta Tau Turbo UMAC, allowed this new axis to be added to the system without compromising performance or flexibility. The existing user interface was used to input the commands to the LAT slide and evaluate the motion of the tool with respect to the commanded position.

![Diagram of general control system layout](image)

**Figure 10.** Diagram of general control system layout

As shown in Figure 10, the UMAC controller on the DTM controlled the LAT axis as well as the other linear axes (X and Z) and the spindle. This setup, as opposed to one where a separate system controls the LAT axis, was chosen to simplify the integration problems. The controller for the LAT axis must know the positions of the other axes, including the spindle, in order to
produce the commands for a freeform optical surface. The other reason for using the Delta-Tau UMAC is that a high-resolution encoder interpolator accessory board was available on the controller. The 2.3 kHz UMAC cycle update was deemed acceptable for controlling a system with an expected closed-loop natural frequency of less than 1/10th of the controller frequency. Finally, the UMAC includes all the trajectory generation code necessary for specifying a toolpath for the LAT axis.

The amplifier chosen to power the linear motor was a PWM digital amp (Elmo Harmonica) with its own built-in commutation algorithm. Since sinusoidal commutation was chosen to eliminate cogging in the motor, the encoder must be interfaced to the amplifier as well as the controller. The amplifier is given a current command by the controller in the form of a ±10V analog signal. The amplifier then converts this command to a commutated current, which is fed directly to the three poles of the motor coil.

Open loop testing was first performed to characterize the system and to create a model to study potential control algorithms. Since the LAT system has a mass driven by a linear motor with little or no friction damping from the air bearing support, a sinusoidal current input signal is expected to produce a decreasing position output (40 dB/decade) with a constant 180° phase shift. The test shown in Figure 11 shows precisely this response. This result demonstrates that there are no mechanical resonances at frequencies below 1000 Hz that could dominate the

![Undamped Open Loop Transfer Function](image)

**Figure 11.** Open loop operation of the LAT axis up to 1000 Hz
motion of the axis. The mechanical system can thus be considered to behave as it was designed. Based on the measurements of the triangular piston alone, the first resonance should be above 2.5 KHz but the dynamics of the air bearing could introduce other dynamics.

**Figure 12.** Control loop for the LAT axis

The next step was to close the loop using position feedback to control the position of the tool. The system looks like the diagram in Figure 12. The amplifier operates in current mode and provides a force to the LAT through the linear motor. The motion of the slide is measured with the encoder and this is compared with the commanded position at each time step to produce a difference signal that is the input to the control algorithm in the machine controller. The digital algorithm is used to change the gain and phase of the LAT axis, such that the output follows the commanded signal up to some frequency dependent on the algorithm and gains selected.

**Figure 13.** Closed loop Bode plots for the LAT system
Closing the control loop involved tuning the controller to produce the best possible response without going unstable. Initial loop tuning was performed using step function testing to minimize rise time while maintaining a damping coefficient of approximately 0.3. Proportional, derivative, and integral gains were all optimized to achieve this goal. Additionally, acceleration and velocity feedforward gains were optimized to achieve the best possible following error in a parabolic move command.

Figure 13 shows the closed loop Bode diagram of the LAT system at low amplitude excitation (10 µm) from 1 to 250 Hz. The closed loop natural frequency is about 100 Hz and the bandwidth of the actuator (-3 dB amplitude ratio) is about 200 Hz which is significantly better than the target of 70 Hz. However, this diagrams illustrates to several points that can be improved future efforts. While the closed-loop system is stable, it is very lightly damped (damping ration approx. 0.05) and has a very small phase margin (less than ten degrees). These characteristics result in oscillations and large overshoots, particularly at frequencies above 40 Hz. Changes in the control system and additional mechanical damping will improve the situation.

5.6 MACHINING EXPERIMENTS

Two sets of cutting tests were performed: machining a flat surface and machining a tilted flat. PMMA (PolyMethyl-MethAcrelate) was chosen as the material to be machined. PMMA was a good choice because it is possible to obtain optical surface finishes and because the material is quite soft, the machining forces are small even for large depths of cut. Also, the PEC has experience with diamond turning this material and it was considered a known quantity. Samples were 50.8 mm diameter, 50.8 mm high cylinders. For the tilted flat, 4 mm of material needed to be removed, so a large depth of cut allowed the part to be machined with a minimum number of passes. Also, if control were lost during the machining experiments, the likelihood of damaging the tool would be substantially less than if a metal workpiece was chosen. A 0.5 mm nose radius, zero rake angle tool was used for the machining experiments.

5.6.1 FLAT SURFACE

The flat was machined to test the ability of the LAT axis to hold position while machining. The flat was cut at 500 rpm with a 1 mm/min feedrate (2 µm/rev) and 5 µm finish pass depth of cut. The Scanning White Light Interferometer (SWLI) measurements in Figure 14 show the average surface roughness over the 1x1.5 mm area to be 87 nm rms (theoretical value and CMM results indicated flatness of less than 1 µm over the surface. While this is not an optical finish, it is a good start for this machining system. The upper left top-down view of the surface shows a marker (arrows at each end) and a trace along that line is shown in the lower left. The features along this trace and the accompanying autocovariace plot (bottom left trace) indicate 12.3 nm P-P height at a spatial frequency of 6 µm. Kobayashi has shown these effects are due to shear bands in the plastic material and are not a problem associated with the LAT system.
The shear bands account for less than 5% of the surface roughness for the flat surface. The cause of the remainder of the surface error cannot be directly deduced from the surface measurement, though indirect evidence shows two likely sources: Encoder signal noise and a resonance in the axis control. Noise associated with the PWM (pulse width modulation) amplifiers used to power the linear and spindle axes of the DTM is present in the analog encoder signal. This noise occurs primarily at the 28 KHz modulation frequency, but through various ground paths becomes a broad-band quasi-white noise. With this noise on the encoder signals, the position feedback signal read by the control algorithm contained a significant error. As a result, the controller failed to accurately position the axis. This is a vulnerability of the chosen encoder feedback system where an analog sinusoidal signal is read directly by the controller as opposed to going through an interpolator box that then sends a digital position feedback signal. Reading the sine wave signals directly was selected because of the need to measure the position at both high resolution and high velocity. Once the noise problem was identified, it was improved by adding line filters to the axis motors.

The resonance in the axis control system was another source for the high surface roughness measured on the flat surfaces. The axis error during machining is shown in Figure 15 along with the frequency content. The time plot over one second shows peaks with a magnitude of 1.6 µm.
which is similar to the surface roughness of the machine flat. The major frequency identified is 265 Hz. The origin of this peak is not known but a similar value was present during machining of the tilted flat. Future efforts will involve identification of the source of this vibration and reducing its effect using controller design, mechanical damping and counter balancing designs.

**Figure 15.** Error motion (left) of the LAT axis (commanded minus actual position) during machining at 500 rpm. The figure at right is the FFT of the error.

### 5.6.2 TILTED FLAT

A second experiment involved the fabrication of a tilted flat. A sketch of this experiment is shown in Figure 16 with the LAT slide moving the tool in a sine wave motion with one cycle per rotation of the part. The LAT slide is programmed to generate a particular depth at each rotary encoder location. As the tool moves from the OD to ID, the tool will move in and out once per revolution to create a flat surface that is tilted with respect to the spindle face.

**Figure 16.** Top view of DTM during generation of tilted flat.
The tilted flat was machined using 500 rpm, 2.5 mm/min feedrate (5 µm/rev) and 5 µm final pass depth of cut. Roughing cuts were first performed using a 100 µm depth to rough cut the slope on the part. The final surface had an average roughness of 412 nm and a figure error of 47 µm.

**Figure 17.** Surface roughness on the 4 mm tilted flat. The radial direction is approximately along the grooves.

A sample roughness measurement over a 719x539 µm region is shown in Figure 17. This region is about 5 times larger than the flat in Figure 14 and represents 144 passes of the tool. Two features dominate the shape of the tilted flat; one is an undulation in the radial direction with a spatial wavelength of 400 µm and the other is lower amplitude but parallel feature with a wavelength of 60 µm. These features are likely due to vibration of the LAT axis. While the amplitudes of vibration of the axis and those measured on the surface are of similar magnitude, correlating any one of the multitude of vibrations of the axis to the many surface defects is not possible. Figure 18 shows the time signal and frequency spectrum of the position error (commanded position minus the encoder reading) recorded during the machining of the tilted flat. The FFT shows many resonances mainly occurring at around 65 and 250 Hz surrounded by several harmonics.
Figure 18. Error motion (left) of the LAT axis (commanded minus actual position) during machining at 500 rpm with 8.3 Hz error removed. FFT of the error is shown at right.

5.6.3 Figure Error

Figure error for both the flat surface and the tilted flat was to be measured using a Zygo GPI laser interferometer. Due to the greater than expected roughness and the low reflectance of PMMA, however, measurements could not reliably be made through interferometry. Instead, figure measurements were made using a Brown & Sharpe Gage 2000 Coordinate Measuring Machine (CMM) shown in Figure 19. While this instrument has a substantially lower resolution (1 µm) than the laser interferometer (0.1 nm), errors in the tilted flat are currently still large enough not to require such high resolution. The non-tilted flat, on the other hand, was found to be flat to better than 1 µm – beyond the capability of the CMM. The tilted flat has a P-V error of 46 µm. Further improvements in control schemes and noise reduction in the system will reduce this figure error significantly.

Figure 19. Tilted flat being measured by the CMM
5.7 FURTHER MACHINING EXPERIMENTS

After the initial set of machining experiments, some changes were made to the LAT system to improve the performance and the flat and tilted flat were machined again. The system changes and results from the second set of experiments are described below.

5.7.1 Encoder Noise

The first area of improvement was noise in encoder system. With a large amount of noise in the encoder line, the controller never knows exactly where the LAT axis is, and therefore generates an incorrect control command. This noise level was greatly reduced by adding edge filters to the motor amplifiers and adding ground lines to the encoder wiring. Edge filters are used to reduce electrical noise from the power cabling that connects PWM amplifiers to their loads. This noise usually shows up at a very high frequency, and by rounding the corners of the PWM pulses, the filters greatly reduce this noise. The added ground lines acted as a secondary shield against ambient electrical noise. The combined effect of these changes reduced the signal noise on the machine ground by two orders of magnitude from about 8 V to 100 mV. Through the common mode rejection provided by double-ended signals, results for the encoder were not quite as dramatic, reducing the noise level from 100 nm P-V to 50 nm P-V.

5.7.2 Mechanical Damping

To increase the damping and add stability to the system, a mechanical damper was added. This component, pictured in Figure 20, consists of a 25 mm square plastic block a mm vertically from the motor bracket with petroleum jelly filling the gap. The damping force is directly proportional to the velocity, base area of the block and the viscosity of the damping fluid (petroleum jelly) and inversely proportional to the vertical clearance.

Figure 20. Viscous damper added to the LAT system. The damping fluid used in this application is petroleum jelly.
5.7.3 NOTCH FILTER
Finally, a notch filter was added to the controller to eliminate the sharp peak around 250 Hz seen during the first flat surface machining experiment (Figure 18). The effect of the notch filter is shown in Figure 21. The top graph shows the old system FFT (excluding 8.3 Hz) without the notch filter. The bottom shows the system with the addition of the notch filter, which effectively removes the 250 Hz frequency.

![FFT of Errors excluding Spindle Frequency](image)

Figure 21. The effect of the notch filter in the controller on the system performance

5.7.4 FLAT SURFACE

Surface finish

After the changes were made to the system, another flat was machined. The cutting parameters were the same as those for the original flat. The Scanning White Light Interferometer (SWLI) measurements in Figure 22 show the average surface roughness over the 0.7X0.5 mm area to be 87 nm rms.
Figure 2. Scanning White Light Interferometer (SWLI) image of the second machined flat

Figure Measurement

Since the surface finish of the second flat was much better than the first, it could be measured using the Zygo GPI laser interferometer. Figure 23 shows a total figure error of 800 nm over the entire part, with an RMS of 87 nm. These numbers show a much better surface than originally machined, indicating improved performance from the LAT axis.

5.7.5 TILTED FLAT

The second tilted flat was machined at 500 rpm, 2.5 mm/min feedrate (5 µm/rev) and 5 µm final depth of cut (same parameters as original cut). However, this tilted flat only had a P-V height of 2 mm. The results from this experiment were similar to those in the first experiment. The surface was again dominated by undulations occurring at two spatial frequencies: roughly 400 µm and 60 µm. For the new tilted flat (again using the Brown & Sharpe CMM), the figure error was 54 mm. Upon further examination of the data, it was noted that this figure error was dominated by an error in tool centering in the x-direction. While tool centering is not important when machining a flat, in the case of a tilted flat, the primary excursion of the LAT axis is
sinusoidal as a function of X-axis position. If the X-axis position is incorrect, a characteristic error results.

Figure 23. Figure error of the second machined flat measured by the Zygo laser interferometer.

5.8 CONCLUSIONS AND FUTURE WORK

Preliminary results from experiments conducted at the PEC show the Live-Axis Turning system to be a viable means of fabricating non-rotationally symmetric surfaces (NRS). A flat surface and a tilted flat have been produced, showing the error when holding position and performing a high-speed, high-amplitude trajectory. While these surfaces are not yet optical quality, the results are a good start for this machining system. A proposal for a Phase II effort has been submitted and, if funded, additional work will conducted including:

- General mechanical improvements – This category will include an encoder that creates less noise and a new linear motor amplifier. Also, a counter-balance or tuned damper will be considered to minimize the reaction forces from the LAT system that affect the z-axis motion.
• Mechanical Damping – The addition of damping on the slide is important to creating a stiff, stable control system.
• Controller optimization – Control design has been completed on the system, but a more in-depth scheme with other types of controllers will be studied to improve system performance.
• New motion program for machining – While the programs for the flat and tilted flat were basic motion programs implemented on a Delta Tau UMAC controller, use of the controller’s inverse kinematics programming may improve signal following error.
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After a part has been manufactured, the part is measured to determine whether it is within its tolerance region. These measurements are often taken on Coordinate Measuring Machines (CMMs). The dynamics of the CMM influence the overall measurement. Traditionally, a calibration artifact determines the static influences of the machine, such as machine geometry. The goal of this project is to design and fabricate a calibration artifact that will test the CMM dynamically and determine the effects of those influences. The artifact developed is a ring gauge to represent the typical size of parts manufactured by the Y-12 National Security Complex (Y-12). On the ring gauge, small swept sine wave features are placed on the inside and outside diameter. A swept sine wave is a sine wave that continuously varies its frequency. The range of frequencies creates a window for evaluation of the machine capabilities. The transfer function of the CMM dynamics is found by comparing the accepted swept sine wave with the measured wave. By knowing the magnitude and phase characteristics of the dynamic system, the operator can make decisions referring to the machine’s capabilities based on the measurement speed. Issues relating to fabrication, measurement, and data analysis will be discussed.
6.1 INTRODUCTION

The Y-12 National Security Complex (Y-12) manufactures precision work pieces for the government and private companies. Part acceptance is based on dimensional inspection by comparison to the tolerance specifications of the part drawing. The goal of this project is to design and fabricate an artifact that can accurately predict the measurement uncertainty for a specific task, such as scanning around a workpiece by determining a transfer function associated with the machine.

6.2 CMM

A CMM consists of three carriages that are mutually orthogonal. Each machine may have a different configuration. In Figure 1, the three axes are able to move while the table remains fixed. Displacement transducers are fixed along each linear axis of the CMM, which allows a spatial reference point on the probe to be used to determine the displacement along a coordinate path in the working volume of the CMM.

![Figure 1](image)

Figure 1. Moving bridge CMM at NCSU.

In Figure 1, the probe is attached to the end of the z-axis carriage. As the carriages move and the probe contacts the surface of a work piece, the probe takes a coordinate measurement reading at the point of contact. The probe is an integral part of the CMM but increases the inherent error of the CMM.

6.2.1 CALIBRATION OF CMMS

There is an important need to quantify the capability of measuring machines to characterize the dimensional features of 3-D work pieces. For a given measurement task, different machines and
measurement procedures will produce different results depending on the shape, weight and surface features of the part. Over the years, significant effort has been expended to find methods to reduce errors in a measuring machine [1].

Typically, the working volume is divided into regions and the position errors in each region are defined in the x, y and z directions. This error information can be put into look-up tables on the machine controller and the actual part dimensions can be determined based on compensating the machine measurements for the errors in position from the error map. The uncertainty in the measurement result will involve the size of the error and the repeatability of that error for a specific machine position. Error mapping the entire working volume of the CMM provides one solution for calibration by correcting the slide position based on the position of the probe [1].

Error mapping of the CMM highlights the parametric errors of the machine but does not consider the dynamic errors during a measurement. The complexity of a part will greatly increase the resulting measurement error due to the increased complexity of the CMM motion [2]. Accordingly, higher measurement speeds will result in higher accelerations when measuring anything other than a flat surface. The changing accelerations will magnify the static geometric errors; since these errors are dependant on carriage positions, the acceleration of one carriage will vary the moment applied to another carriage [2]. One way to estimate dynamic errors is to use additional sensors attached to each carriage of the CMM and to construct a kinematic model to estimate probe position [2]. However, this method only demonstrates improved measurement accuracy with single axis motion. Instead of modeling the dynamic errors of the machine, an artifact may be designed to determine the actual dynamic characteristics of the machine.

To address more measurement specific errors, the artifact should be the approximate size and weight of a typical work piece. Therefore, if boxes are to be measured, then a box of roughly the same size, shape and weight of the box to be measured should be calibrated. The artifact box or series of artifact boxes must exhibit the typical errors of the boxes to be measured to validate the machine capability relative to those types of errors. However, to test the dynamic limits of the CMM, features need to be designed into the artifact. These features may simulate various conditions that the probe may encounter on a part. Some other major considerations for an artifact are ease of use, transportability, stability, time needed for calibration and ability to diagnose the error [1].

6.3 RING GAUGE

There have been a number of calibration artifacts developed including ball bars, ball and hole plates, ring gauges, and hole bars [3]. After considering these artifact standards, a ring gauge was chosen for further development. The overall attributes of the ring gauge (outside diameter (OD), inside diameter (ID), width and wall thickness) can be used to exercise multiple axes of a
CMM. In addition, small features can be added to the ID and OD to assess the capability of the machine to deal with small temporal and spatial variations in surface features. The ring gauge can also be measured in different orientations and positions on the CMM to cover the entire working volume.

The small features on the surface should create a window of values for evaluation of the CMM performance in the dynamic environment. One method to acquire such a range is to generate a swept sine wave. A swept sine wave is a sine wave that continuously varies its frequency. For the ring gauge, the wave begins at the long wavelength and progresses to a short wavelength in the first 90 degrees. To produce a continuous wave, the wave is “flipped” to line up with the last wave and then the wavelength increases to the starting point as it reaches 180 degrees. From 180 to 360 degrees, the wave is a mirror image of the first 180 degrees. Figure 2 illustrates these features.

The swept sine wave will assess the capability of the CMM to respond to small surface anomalies and to characterize the dynamic performance of the CMM as it traverses the varying wavelength features. Depending on the radius of the probe, measurement speed, radius of the part and size of features, the ability to detect small perturbations fluctuates. If a small-radius probe was used to measure a part with small anomalies, the question arises of how the overall measurements would be affected. The different frequency of each wave creates a multitude of values to be evaluated, which approximates different size features. The spatial wavelength of the entire feature ranges from 1/4” (6.35mm) to 1/80” (0.317mm). The smallest wavelength was selected to allow a 1 mm diameter probe to fit into the valley of the wave. Depending on the speed of the measurement and the size of the probe, the CMM may or may not be able to measure the entire wave. However, by taking a series of measurements with different speeds, the dynamic characteristics of the machine may be determined based on the probe used. This data will facilitate a decision on machine capabilities pertaining to an actual part measurement. Also, data from one CMM can be compared to data on another CMM to uncover some of the differing capabilities between the machines.

The first prototype of the ring gauge was created in 6061-T6 aluminum. It has a 6” (152.4mm) ID with 1” (25.4mm) square cross section and all surfaces of the gauge have been diamond turned. Reference surfaces were created on the OD and ID in the form of 0.5” (12.7 mm) wide grooves that are 30 µm deep. The OD is a smooth ring but the ID has a swept sine wave with ± 2.5 µm amplitude and spatial wavelength range from 1/80” (0.317mm) to 1/4” (6.35mm).
The material chosen for the trial fabrication of the ring gauge was Aluminum 6061-T6. Al 6061 was selected for its ease of machineability and its prevalence. One of the attributes of Al 6061 is its high coefficient of thermal expansion. The size of the part may change a significant amount depending on the temperature of its environment. For calibration purposes, it is important that the artifact not fluctuate in size. Thus, the material for the final artifact is 17-4 PH stainless steel which will be heat treated for thermal stability. Stainless steel cannot be machined with a diamond tool due to the amount of damage possible to the tool. For this reason, the ring is plated with Electroless Nickel, which exhibits a non-ferrous characteristic, making diamond tool machining permissible. The plating also adds to the microhardness; the actual quantity is dependant on the phosphorus content of the plating.

6.3.1 Fabrication of Swept Sine Wave

The wave features of the artifact are fabricated using a Fast Tool Servo (FTS) shown in Figure 3. An 18 mm long, hollow cylindrical piezoelectric actuator (25 mm OD and 12 mm ID) drives the device to a maximum displacement of 18 µm. A capacitance gage provides feedback on the position of the tool holder by observing the movement of the base plate through the hollow actuator. A commanded position is turned into a positive input voltage and sent to a high voltage amplifier where it is amplified by 100 before being sent to the FTS.

The open-loop dynamics of the FTS as a function of the frequency of a sine wave command is shown in Figure 4. The top graph is the amplitude ratio of the output voltage from the capacitance gage to the input voltage to the amplifier. It shows a slight decrease in amplitude with frequency up to about 400 Hz and a strong increase to the first natural frequency of about 5 kHz. This frequency is a result of the first bending mode of the cylindrical plate that serves as the base for the tool holder. The phase difference between input and output shows a small offset (3°) at DC that grows to about 27° at 1000 Hz.
6.3.2 CONTROL OF THE FTS

The FTS has high order characteristics (Figure 4) that will greatly impede the accuracy of the features. For this reason, closed loop control will be used to control the FTS. The swept sine wave will be cut into the surface in the 10 to 600 Hz range. Even in this range, there is a change in the magnitude as well as phase. There is an initial phase lag of 3° that increases to 7°.

One complication when using piezoelectric actuators (PZTs) is that they add hysteresis to the motion and, as a result, the gain for the system is a function of the amplitude. Figure 5 illustrates this phenomenon. The three curves are for 100%, 75% and 20% of the range of motion. Note that the peak-to-peak (P-P) voltage divided by the P-P motion is not a constant: it varies from 1.846 to 1.365 at 100% and 20% respectively. This is a significant drop in gain; 25% from the full range to 20% of full range. As a result, the open-loop transfer function will change with different amplitudes of the swept sine wave. Such non-linear behavior may complicate control for an arbitrary input shape.

![Hysteresis of PZTs in FTS](image)

**Figure 5.** Hysteresis loops for different amplitudes of motion for the PZTs in the FTS.

Feedback control can correct for position error at low frequency. The closed loop control uses feedback from the capacitance gage position sensor along with proportional-integral (PI) control algorithm to correct position error. The gains were chosen based on the best possible response of the system. The purpose of this closed loop control is to shape the response of the system, prevent overshoot and correct for the following error. A proportional gain of 0.3 is used to produce a constant magnitude with the chosen integral gain. The integral gain controls how quickly the system reaches its intended input. A gain of 10,000 has been chosen.
Figure 6. Comparison of closed loop and open loop system identifications up to 600 Hz.

Figure 6 shows the closed loop system response as compared to the open loop response and also demonstrates the change in the transfer function as the amplitude changes. The dot and circle markers correspond to the closed loop system with amplitude inputs of 1 µm and 5 µm, respectively. The triangle marker represents the open loop response of the system. The magnitude remains constant in the operating range of interest for the closed loop responses. There is less phase lag at low frequency with the 1µm input but it becomes larger than the open loop value for frequencies greater than 100 Hz. However, for the desired amplitude of 5µm, the phase and magnitude are always better than the open loop system.

If the swept sine wave were machined using this closed loop control system, the phase in the higher frequency waves would still put them out of position by 15°. To reduce the effect of the FTS phase lag, the phase will be corrected using deconvolution [4]. This technique (see Section 2 of this report) uses the closed loop dynamics of the FTS to determine a modified input signal. When the modified signal is applied to the FTS, the motion of the tool will be the desired shape. Figure 7 demonstrates the decrease in error from open loop to closed loop to closed loop with deconvolution control.
6.3.3 Error Source Identification

As shown in the 2004 Annual Report, a trial artifact was fabricated and had a number of errors. Those errors included a decrease in amplitude of the swept sine wave and distortion in the overall shape of the ring. The fabrication of the ring gauge used open loop control without the use of a capacitance (cap) gauge to measure the displacement of the FTS tool during fabrication. The source of these errors will be identified through duplication of the previous fabrication. To simplify the fabrication process, reduce distortion affects and incorporate the cap gauge, the sine waves were machined onto the OD of a 100 mm diameter aluminum cylinder. Figure 8 shows the setup of the experiment. The swept sine wave signal was sent to the FTS open loop to reproduce the previous fabrication and to determine the associated errors.

Figure 7. Comparison of different control methods from open-loop (left) to closed-loop (center) to close-loop with deconvolution (right)

Figure 8. Experimental setup to machine swept sine wave on OD of cylinder and the air-bearing LVDT used to measure the final shape.
The cap gauge output for the swept sine wave is shown in Figure 9, and it indicates an increase in displacement at the highest frequencies. This is consistent with the open loop characteristics of the FTS in Figure 4. However, a measurement of these same sine wave features using the air-bearing LVDT, as shown in Figure 10, exhibited the same features measured on the original ring gauge; that is, reduction in amplitude at the higher frequencies.

**Figure 9.** Cap gauge reading of 5µm input.  
**Figure 10.** LVDT measurement of sine waves.

**Sources of Error** The difference between the cap gauge reading and the LVDT was either due to fabrication or measurement. Several hypotheses were proposed and tested.

**Tool Clearance** The diamond tool on the FTS has a clearance angle of 6°. The slope of a sine wave increases with the amplitude and the frequency. If the slope at the shortest wavelength (highest frequency) is greater than the clearance angle of the tool, portions of the wave could be cut off. Equation (1) calculates the maximum slope of the swept sine wave.

\[
Slope_{\text{max}} = A \left(\frac{2\pi}{L}\right)
\]

where:

\( A \) = Amplitude of the wave (0.0025mm)  
\( L \) = Minimum wavelength (0.317mm)

The maximum slope is 0.05 radian or 2.84° with the proposed values. On the cylinder, the shortest wavelength measured 0.186mm and 0.287mm on the ring gauge. This translates to 4.84° and 3.14°, respectively. Even though the shortest wave was smaller than anticipated, the waves are not cut off at the highest frequencies.
**Probe Tip Diameter**  The size of the probe used for measurement may also be an issue. There is a maximum probe size that is capable of fitting into each wave. The LVDT used a 1mm diameter probe. Probe compensation equations were applied to the commanded input to determine if and where the probe would not be able to measure [5]. Figure 11 illustrates the areas where the 1mm diameter probe would not fit into the swept sine wave of the cylinder.

![Probe Compensation for Cylinder - 1mm dia](image)

*Figure 11.* Top curve is the expected measurement and lower is the actual LVDT measurement.

The probe compensated data showed that the LVDT probe could not measure the valleys of the wave but indicated that all the peaks could be measured. This may be attributed to a shorter spatial wavelength that prevented the probe from fitting into the valley of the wave. The reduction of the peak at the shortest spatial wavelengths may be due to the filtering of the instrument if the probe lost contact with the surface after not being able to properly measure the valleys. The compensation equations do not take into account the speed of measurement and assume exact following of the wave.

### 6.4 FINAL ARTIFACT

After determining the sources of error associated with the trial fabrication of the ring gauge artifact, various changes will be made to the fabrication procedure. Some of those changes will be discussed in the following sections.

#### 6.4.1 MOUNTING CONSIDERATIONS

The most significant problem with the overall shape of the ring gauge was due to the distortion of the flat surfaces caused by the amount of torque applied to the bolts to hold the ring during fabrication. The obvious conclusion is to apply less torque to the bolts. The first fabrication included 100 in-lb of torque applied to each bolt. After calculation, it was determined that
approximately 5 in-lb would be more appropriate. 5 in-lb of torque on the bolts is equivalent to 100 lbf of a vacuum holding the ring gauge.

Small alterations to the ring gauge design could also be made to lessen the distortion influence. Instead of placing counter bores on the opposite sides of one bolt location, the counter bore could be placed on one surface and then the other counter bore applied on the opposite face but rotated 60°. Figure 12 illustrates this idea.

![Figure 12](image)

**Figure 12.** New design of the ring gauge artifact.

It should also be noted that a 45° chamfer is placed on the edge of the counter bore. The chamfer will be used for the resting of steel balls in the horizontal orientation during CMM measurement.

Another point of significance is the change in material. As mentioned, the trial ring gauge used Al 6061-T6 whereas the final ring gauge will use 17-4 PH Stainless Steel. The steel is stiffer than the aluminum, which will also decrease the amount of distortion caused by the bolts.

### 6.4.2 Ring Tolerances

The revised ring gauge design includes a number of tolerances to ensure quality of the artifact. Those specifications were for concentricity, parallelism, perpendicularity, and total run out. Figure 13 shows the specified tolerances.
Concentricity defines the relationship between one center and another. By choosing the center of the ID, the center of the OD must lie within a 0.001” diameter zone of the ID’s center. Tolerancing the concentricity along with the total run out ensures the uniform thickness of the ring. Total run out is referring to the control of all surface elements around a datum axis. The tolerance uses the datum axis of the ID center. Specifically in terms of the ID and OD, when the surface is rotated 360°, the entire surface must lie within a 0.001” tolerance zone at every position of the placement of the indicator [6].

A parallelism tolerance has been specified to guarantee the hole surface center lies within a 0.001” tolerance zone around the hole center datum axis which is equidistant from the OD and ID of the ring. The perpendicularity tolerance assures that the holes are perpendicular to the top and bottom surfaces of the ring [6]. The 0.001” tolerance values chosen were to ensure that the 0.006” thick Electroless Nickel plating layer is sufficient for machining.

6.5 DATA ANALYSIS

Once the final ring gauge has been fabricated, it needs to be measured and the measurement data analyzed. The swept sine wave was generated through Matlab and integrated into a look-up table in the dSPACE model. Some analysis has begun on the perfect swept sine wave.

One approach to analyzing the swept sine wave is to apply a Fast Fourier Transform (FFT) to the data set. The swept sine wave measurement is sampled in time, or is in the time domain. By knowing the measurement speed, the sampling rate, and the spatial wavelength of the swept sine wave, the measurement can be placed in the frequency domain. The FFT converts the time
domain measurement into the frequency domain. An FFT may be used to determine other frequencies present in a data set that would normally not be apparent in the time sampled measurement. The allure of the swept sine wave is that it contains a wide range of frequencies. However, this makes the analysis of its FFT more difficult.

### 6.5.1 Discrete Fourier Transform (DFT)

If a system is defined as $f(n)$ in the time domain and $\delta t$ is the sampled time with N samples, the DFT converts the time samples to N frequency samples. It creates a complex number with the real value as a cosine component and the imaginary value as a sine component [4]. Equation 2 represents the DFT operation.

\[
F(k) = \sum_{n=0}^{N-1} f(n) \left( \cos \left( \frac{2\pi kn}{N} \right) - i \sin \left( \frac{2\pi kn}{N} \right) \right)
\]  

(2)

where $k = 1..N$

The maximum frequency sampled is equivalent to the reciprocal of the sampling time. The DFT is typically calculated using an FFT algorithm to quicken the calculation [4]. The results of the calculation are used to create a frequency spectrum with magnitude and phase components. If an FFT is performed on a 6 Hz sine wave with an amplitude of 4, the frequency spectrum will indicate the largest magnitude at 6 Hz with a value of 4. The phase is equal to -90° at 6 Hz. Figure 14 demonstrates these attributes.

![Single Frequency Sine Wave](image)

![Magnitude (peak=4 at 6 Hz)](image)

![Phase (-90° at peak magnitude)](image)

**Figure 14.** 6 Hz sine wave (left); FFT frequency response with peak magnitude of 4 and -90° phase at 6 Hz (right).

If any phase were added to the above sine wave, the additional phase would be apparent on the phase plot. A phase shift of 45° to the right increases the phase value to -135°.
An FFT calculation on a single frequency sine wave is the basis for understanding more complicated signals. Consider a signal with 3 separate sine waves added together as in Figure 15.

![Figure 15](image)

**Figure 15.** Addition of multiple sine waves (left); FFT frequency spectrum (right).

The frequency spectrum indicates that the first sine wave is a 1 Hz wave with an amplitude of 2 and a positive additional phase to produce a value of -32.7°. The second wave is 4 Hz, has an amplitude of 1.5 and has also been shifted to the left to give a phase value of -32.7°. The final wave is 8 Hz with an amplitude of 1 and -32.7° of phase.

The addition of multiple sine waves produces a classic result, but the placement of single frequency sine waves next to each other creates a different outcome. If a 4 Hz sine wave is concatenated with a 5 Hz sine wave, the frequency spectrum concedes a decrease in amplitude and an increase in phase as shown in Figure 16.

![Figure 16](image)

**Figure 16.** Concatenation of two single frequency sine waves (left); FFT frequency spectrum (right).
The original amplitude of both waves was 4. However, after the FFT calculation, the peak magnitude is equal to approximately 2.5 at 4.5 Hz. Recall that the magnitude is the square root of the sum of the squares of each component of the complex number. So, at 4 Hz, the magnitude is √4, or 2, and the same is true at 5 Hz. Between 4 and 5 Hz, the magnitude is no longer 4 which alters the value of the peak magnitude found at 4.5 Hz. The phase at 4.5 Hz is also -180° due to the addition of the individual phase values of each wave.

The swept sine wave on the ring gauge combines four separate quadrants of the same frequency range. In the first quadrant, the wave begins at a low frequency and progresses to a higher frequency where it is “flipped” over in the second quadrant to return to the starting frequency. This is similar to concatenating several increasing single frequency sine waves, then rotating the complete wave 180° and attaching the rotated wave onto the original wave. Figure 17 illustrates this idea.

![Figure 17](image)

**Figure 17.** Eight single frequency sine waves placed side by side (left); FFT frequency spectrum (right).

The sine wave plot is in the time domain but shows where the divisions of the different frequency waves occur. Although the amplitude of each wave is 4, the peak magnitude is smaller for the same reason as was previously described with the two single frequency concatenated waves. The phase remains at -180° for the frequency range because each sine wave repeats itself. For frequencies less than 4 Hz, the phase is zero and for frequencies greater than 7 Hz, the phase accumulates from one frequency to the next.

### 6.5.2 Swept Sine Wave Analysis

The values of the swept sine wave were produced based on a minimum and maximum spatial wavelength. Because the wavelengths can be considered as individual frequencies, an FFT can
be performed on the data set. With sampled data, the units on the frequency spectrum plot are in terms of hertz. However, with the generated spatial data, it is more useful to plot the results in terms of wave numbers. The wave number is directly related to the spatial wavelength. Figure 18 represents the FFT of the “perfect” swept sine wave.

![Figure 18. FFT of swept sine wave with original amplitude of 5 µm and 20,000 points.](image)

The plot indicates a maximum magnitude of 0.276 µm and 90° phase at a wave number of 34.5; although the magnitude looks relatively constant, each alternating value is zero. The phase is also alternating from +90° to 0° to -90° and vice versa. This is due to the repetition of the individual frequencies in each quadrant; the location of each wavelength is shifted by 90° from the previous location. The FFT of the swept sine wave is difficult to interpret as compared to a single frequency sine wave due to the constantly varying nature of the wavelength. Rather than strictly interpreting the FFT and comparing it to an FFT of an actual measurement, the data analysis may be simplified.

A CMM has dynamic characteristics that will influence the overall measurement of the artifact. Since the ideal swept sine wave is known and the CMM will assemble its own data set, the dynamic system may be found using a form of deconvolution [4]. Convolution in the time domain is the multiplication of the swept sine wave and the impulse response of the dynamic system to construct an output that shows the influence of these dynamics. Since the dynamics of a particular CMM are not known, the measurement may be divided by the theoretical wave, the inverse of convolution, or deconvolution. Deconvolution can be calculated in the time domain as well. From the time domain, the dynamics may be converted to the frequency domain to create a bode plot of the system. Figure 19 denotes a theoretical dynamic system.
If the operator specifies a measurement speed, the speed may be applied to the swept sine wave data and a CMM operating range determined. One measurement speed may correspond to the window illustrated in Figure 19. The operator should expect the actual measurement to look similar to Figure 20.

The bode plot (Figure 19) suggested that the magnitude would increase before rapidly decreasing at the natural frequency of the system; the measurement would include some phase from the beginning as well. These attributes are recognizable in the time plot.
The transfer function communicates a lot of information about the dynamic system of a particular CMM. However, the operator may not be as concerned with all the details of the system but rather with the amount of error of a single point. It may be necessary to redefine the plot to indicate the possible error within the frequency range of a measurement.

6.6 FUTURE WORK

The final aspects of the project will include fabrication of the ring gauge and actual implementation of the data analysis algorithm. The 17-4 PH stainless steel rings have been heat treated and plated with Electroless Nickel. The fabrication control loop along with speed control has been finalized. After fabrication, the artifact may be measured with an LVDT using different speeds to test the theory for data analysis. The last step will be to demonstrate the use of the artifact at Y-12.
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Getting the most from an actuator is the goal of most servo designs. However as the operating frequency increases, gain and phase issues change the actual motion of the actuator from the desired path. Deconvolution techniques seek to identify the dynamics of the actuator and find a modified signal that, when sent through the actuator, will produce the desired path. The deconvolution algorithm requires accurate knowledge of the system dynamics; that is, the gain and phase of the outlet motion compared to the inlet command for an open-loop or a closed loop system. The purpose of this report is to describe methods that were developed to find the dynamics of a Variform fast tool servo (FTS). This piezoelectrically-driven, lever-amplified servo has a range of 300 µm, a small signal bandwidth of 325 Hz and a speed limit of 140 mm/sec. It has a built-in analog control system with an LVDT sensor for position feedback. Because the LVDT measurement was not the true actuator motion, an external sensor (laser interferometer) was introduced to determine the actual motion of the actuator. Fortunately, the relationship between the LVDT and the laser was independent of the operating amplitude and could be integrated into the dynamics as measured by the LVDT. A LabView program was developed to generate the appropriate range of input frequencies and amplitudes, send commands to the Variform, collect the resulting motion data and generate the system dynamics. This method for finding the dynamics of the FTS yields a 1.4% error in magnitude and 2.6% error in phase when compared to the laser measurement. It was also found that excitation at velocities greater than 140 mm/s were destructive to the Variform and should be avoided.
7.1 INTRODUCTION

Machining a precision part requires positioning the tool in the right place at the right time. As the complexity of the part is increased (from spheres to aspheres to freeform surfaces), more axes are necessary and this task becomes more difficult. Actuators, position feedback devices, correction for slide straightness/squareness and control systems (algorithms and high-speed processors) have all been refined to increase the positioning accuracy of these machines. One area that has not received much attention is integration of the actuator dynamics into the command signal. This technique is commonly applied to a wide variety of control systems from manual operation of a crane to actuators for disk drives heads. In the language of system dynamics, the command signal is convoluted with (multiplied by) the system dynamics to produce the actual motion. Conversely, if the desired motion is “deconvoluted” with (divided by) the system dynamics, the required input to get the desired motion will be the result. The PEC is currently developing a deconvolution scheme that will, based on the characteristics of the motion command, automatically determine a new input command to compensate for system dynamics. One of the prerequisite pieces of information to develop this algorithm is the dynamic characteristic of the system to be controlled. Since this technique is used to modify the command signal, an accurate knowledge of the system characteristics prior to cutting is of utmost importance for the accuracy and precision of the final part shape. For this application the deconvolution algorithm is applied to a commercial actuator, a Variform Fast Tool Servo (FTS), to improve the fidelity during machining of non-rotationally symmetric optical surfaces.

The goal of this project is to investigate the dynamic response of the Variform FTS to input commands with different magnitude and frequency and to develop methods to characterize this performance. The characteristics of interest are how the output motion of the FTS changes with frequency and amplitude. The Variform has an internal position sensor, a Linear Variable Differential Transformer (LVDT), which could be used to measure the motion of the Variform and characterize it. However, the internal LVDT is known to have its own dynamics, so the LVDT measurements do not display the FTS dynamics but rather a combination of the two systems. These sensor dynamics mean that the Variform cannot be accurately characterized by using the internal LVDT alone. Also the characterization methods are to be performed by the client, who is assumed to not possess an external measuring system with the range and bandwidth to completely characterize the Variform.

7.2 MEASURING VARIFORM DYNAMICS

7.2.1 STRATEGY

Since the output of the LVDT ($FTS_{LVDT}$) on the Variform does not accurately represent the motion of the tool, the measurement of the tool motion was also made with a separate sensor that
could follow the true motion of the tool ($FTS_{\text{true}}$). If the relationship between the tool motion as measured by the LVDT and the true motion proved to be repeatable over the range of frequencies of interest, then the Variform system dynamics could be constructed by measuring them with the LVDT and convoluting (multiplying) this result with the ratio of $FTS_{\text{true}}$ to $FTS_{LVDT}$ as shown in Equation (1).

$$\frac{FTS_{\text{true}}}{Input} = \frac{FTS_{\text{true}}}{FTS_{LVDT}} * \frac{FTS_{LVDT}}{Input}$$  \hspace{1cm} (1)

This can be written in terms of the transfer function between the true motion of the Variform and that measured by the LVDT in Equation (2) and serves as the basic concept for capturing the dynamics of the Variform.

$$\frac{FTS_{\text{true}}}{Input} = TF_{\text{Laser/LVDT}} * \frac{FTS_{LVDT}}{Input}$$  \hspace{1cm} (2)

### 7.2.2 External Sensor

A Zygo Axiom 2/20 heterodyne laser interferometer was chosen as the external sensor. In the chosen configuration, the laser measurement system has a range of 0.5 mm, which is greater than the 0.4 mm travel of the Variform. The Axiom also has a maximum velocity measuring capability of 0.9 m/s, which is greater than the maximum velocity of the Variform.

**Figure 1:** Diagram of Laser Setup (dotted line is horizontal polarized beam and solid line is vertically polarized)

Figure 1 illustrates the orientation of the laser, interferometer and mirror on the tool mounted in the Variform. A single pass configuration with a focusing lens was used. Two orthogonal
beams of different frequencies are sent to the beam splitter. The beam splitter reflects horizontally polarized light while allowing vertically polarized light to pass through. The horizontally polarized beam is denoted by a dotted line and the vertical polarization by a solid line. The vertical beam will pass through the beam splitter, a quarter wave plate and a lens to focus it on the tool mirror. The beam passes through the quarter wave plate a second time, which reorients the light 90° to horizontal polarization. The light then reflects off the beam splitter and into the detector. The horizontally oriented light is reflected by the beam splitter through a quarter wave plate and into a retro reflector. After the second pass through the quarter wave plate, this beam will be vertically polarized and will pass through the beam splitter and into the detector. The detector will then compare the frequency difference of the two beams with respect to the difference frequency from the laser source to find the position.

7.3 SYSTEM TRANSFER FUNCTIONS

![Graph](image)

**Figure 2:** Difference of Measured and Convolved Laser/Input

To verify the dynamics measurement using the convolution approach, the three transfer functions in Equation (1) were experimentally measured and the difference between the two approaches is shown in Figure 2. Sending a series of swept sine waves of different amplitudes to the actuator and measuring the resulting motion using both the LVDT and the laser interferometer measured the dynamics. The three transfer functions were then obtained over the range of frequency from 0-500 Hz using a FFT algorithm that shows the amplitude ratio and phase angle between input and output. Figure 2 shows the difference between two methods of finding the dynamics of the
actuator motion: first, the transfer function between the laser interferometer and the input, and second, by the convolution (product) of the laser measurement to LVDT measurement with the LVDT measurement to input. Mathematically, Figure 2 shows the following.

\[
residual = TF_{\text{Laser/input}} - [TF_{\text{Laser/LVDT}} \ast TF_{\text{LVDT/input}}]
\]  

(3)

The top graph in Figure 2 indicates that the difference in magnitude is less than 1% using the two measurement techniques and that difference does not vary with amplitude. Therefore, the convolution approach yields excellent results and can be used to find the magnitude of the actuator dynamics using only the internal LVDT motion sensor and using a fixed laser to LVDT transfer function \((TF_{\text{Laser/LVDT}})\). The phase difference is a little more complicated. It has less variation among the different amplitudes and has a nearly linear increase from 0-2 Hz over the 500 Hz range of measurement. In addition, it has a slope change around 300 Hz. A linear phase increase suggests a constant time lag in the convolved transfer function (DA or AD converter time?) but the kink has not been explained. It could be the result of non-linearities in the Variform. The phase error should be a topic for further investigation but is not addressed in this report.

\[ \text{Figure 3: Variform Dynamics (output/input) as measured by laser interferometer} \]

Based on the results above, the mathematical method of convolving transfer functions was confirmed as a viable method of finding the actual dynamics of the Variform. Figure 3 shows the measured Laser/Input transfer function for the system. The small magnitude and phase error shown in Figure 2 will not significantly change this graph. The magnitude variation is 1% and the 2° phase shift from Figure 2 would only be 1.4% out a total phase lag of 144° at 500 Hz.
Therefore, the convolution method has been selected to carry the actuator dynamics into the deconvolution method.

### 7.3.1 VARIFORM DYNAMICS

For the convolution method to work an accurate knowledge of the actuator dynamics is needed and those dynamics must be repeatable for the actuators used. If the dynamics are identical for all the Variforms, then only one need be measured; but if variations exist over time or different units, each unit must be measured periodically.

Based on previous experiments [1], the motion of the Variform is a strong function of the amplitude. However, the relationship between that motion and the output from the LVDT is independent of the amplitude. To verify this conclusion, Figure 4 shows the amplitude independence of the $TF_{\text{Laser/LVDT}}$. This figure shows the difference between the average value of measurements made at ten different amplitudes (up to 200 $\mu$m) and that measured for 1 Volt (20 $\mu$m) excitation. The difference between the transfer function at low amplitude and the average is only about 0.5% and will be assumed to have a negligible effect. Accordingly, the average of the $TF_{\text{Laser/LVDT}}$ over different amplitudes can be used interchangeably with it measured at any one amplitude.

**Figure 4:** Magnitude differences between Average and 1 V Amplitude
Figure 5 shows the $TF_{Laser/LVDT}$ of three different Variforms (Serial # 0099, 0113, and 0144). The graphs show the average of the transfer function over ten amplitudes. The magnitudes of $TF_{Laser/LVDT}$ for the different Variforms have the same shape but appear to be shifted by a constant. The phase vs frequency is the same for each Variforms.

![Graph of TF Laser/LVDT](image)

**Figure 5: LVDT Dynamics of 3 Variforms – Serial # 0099, 0113, 0144**

The difference in magnitude presents a problem for the convolution method because an external sensor would be needed to find the LVDT dynamics, which negates the goal of this proposed technique. However, the shape similarity can be utilized to minimize this problem. Since the $TF_{Laser/LVDT}$ is independent of amplitude, another sensor with less range and velocity capabilities could be used to find one point on the $TF_{Laser/LVDT}$. This point could then be used to determine how to appropriately shift the magnitude curve. A readily available sensor such as a Federal gauge or capacitance gauge could be used. If the $TF_{Laser/LVDT}$ were measured at 1 Hz, then the curve could be offset to find the gain for each separate unit.

**Magnitude Calibration**

The transfer function $TF_{Laser/LVDT}$ will be set by default to have unity gain at DC and the constant developed by measuring the Variform at low frequency will be used to modify that gain throughout the frequency range. The constant will be found by inputting 1 volt to the Variform
and reading the motion with a Federal gage. The expected value is 20 µm and if the measured motion is less (say 19 µm), the gain to be input to the controller is the ratio of 1.053. Mathematically, the constant is found from Equation (4).

\[
K = \frac{20}{\text{External Gage Reading(µm)}} \bigg|_{f=1\text{Hz}}
\]  

As mentioned previously, the average LVDT dynamics from one excitation is the same as the average. The \( TF_{Laser/LVDT} \) for the average excitation was chosen for use in the convolution. Figure 6 shows the difference between a measured transfer function from one actuator (#0099) and that measured from a second example (#0144) where the second transfer function was multiplied by the ratio of the values at low frequency. The maximum difference is about 1.4%.

![Figure 6: The \( TF_{True/LVDT} \) difference between two Variforms with gain constant applied](image)

The \( TF_{Laser/LVDT} \) with the low frequency gain shift was combined with the convolution process to illustrate the error in the entire process as shown in Figure 7. In this case Equation (2) is modified by including the low frequency gain factor \( K \) and becomes Equation (5). Figure 7 shows the difference between the right and left side of Equation (5).

\[
\frac{FTS_{true}}{Input} = K \times TF_{Laser/LVDT} \times \frac{FTS_{LVDT}}{Input}
\]  

When compared to the direct measurement of the dynamics with the laser, the convolution method has a maximum magnitude error of 1.4% and a phase difference of 3°. This maximum phase error of 3° is out of 115° at 357 Hz, which is 2.6%.  
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7.3.2 VELOCITY LIMIT

The Variform actuators have a velocity limit. The manual says that the maximum amplitude up to 100 Hz is 0.008” (200 µm) and from 100 Hz to 200 Hz this value is reduced to 0.004” (100 µm). Experimentally, a sinewave command into the mechanically-amplified piezoelectric actuator begins to distort and turn into a triangle wave when the velocity approaches 140 mm/s. This velocity limit was initially thought to be the limit at which the closed loop controller of the actuator lost accuracy. However, after testing outside this speed, it was determined that high frequency, high amplitude excitations are destructive to the Variform. Two Variforms were able to operate under such taxing conditions, but two others were not and were damaged. Operating at velocities greater than 140 mm/s is possible, but the system may be damaged and such high speeds are not recommended. A limit was placed on the speed to protect the Variform during testing. The required stop frequency is determined by the following equation based on the velocity of a sine wave with a given amplitude\(^1\) \((A)\) in mm and frequency \((f_{\text{stop}})\) in Hz.

\[ f_{\text{stop}} = \frac{A}{2\pi v} \]

\(^1\) Amplitude is half of the peak-to-valley motion.
A viable method has been found for characterizing the dynamics of a Variform fast tool servo. Procedures were created to find both the actuator dynamics as measured by the internal LVDT and an external sensor (laser interferometer). The shape of the transfer function between the actual tool motion and that measured by the internal LVDT \( TF_{Laser/LVDT} \) has been found to be independent of the amplitude and frequency of the excitation. However, the transfer function for a specific example of the Variform may have a different gain. Using an external sensor at low frequency, this gain can be determined and the \( TF_{Laser/LVDT} \) compensated. The gain-adjusted transfer function is then convolved with the Variform dynamics as measured by the internal LVDT to give the actual dynamics of the Variform. Using this convolution technique, the error when compared to direct measurement of the dynamics is at most 1.4% in magnitude and 2.6% in phase. The error in the phase is appears to be systematic error and further study of potential sources may reduce the phase error. It has also been observed that damage to the actuator can occur if the velocity limit of 140 mm/s velocity limit is exceeded. The testing procedure was designed to remain below the velocity limit.
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A new non-contact transportation system is being designed at the Precision Engineering Center. The system is based on NFAL (Near-Field Acoustic Levitation) and near boundary streaming. In this report, background knowledge is introduced about applications of NFAL and near boundary streaming. Also, two experiments are set up at the PEC, one is to check the validity of NFA, and the other is to design a non-contact transportation system. Theoretical approaches are then introduced in the report and Ansys software is used to conduct modal, transient analysis.
8.1 INTRODUCTION

In manufacturing and processing precision products such as compact discs, LCD, LSI and silicon wafers of semiconductors, a non-contact transportation system is indispensable to eliminate tiny defects and scratches. In order to realize such a system, several techniques have been proposed, e.g. gas bearing: transportation with an electromagnetic force or a static electronic force. In these systems, however, several problems must be overcome: (1) Levitated objects are constrained to electrically conductive materials except the gas bearing. (2) In the gas bearing systems, not only an abundance of gas is needed, but also the levitation and transportation mechanism is too complicated and expensive to be conducted. Acoustic levitation can be employed in a non-contact transportation system due to the following advantages: (1) no material is type limited to the levitated object, (2) compact size, (3) free of noise and (4) no demand on large amount of clean gas. This project conducted at the PEC investigated acoustic levitation, designed the experiment setup, proposed governing equations of acoustic levitation and checked the validity. In this report, the experiment setup for the transportation system is described.

Y. Hashimoto’s groups on this non-contact transportation conducted a great deal of research. Suspension Mechanism in NFAL was theoretically and experimentally conducted [3][4]. An experimental apparatus was fabricated to measure the transportation speed and transient characteristics [3]. A method was devised that increases the capability of the device to carry large objects by placing vibrating beams in parallel and enlarging the transportation range by placing the vibrating beams in a series [6]. One new experimental system, which consists of multiple ultrasonic actuators, is defined to transport large-size planar objects [7]. Besides non-contact transportation systems, NFAL can also be applied to ultrasonic motor and non-contact linear bearings.

8.1.1 ULTRASONIC MOTOR

Figure 1. Prototype of configuration of ultrasonic motor
Figure 1 shows a prototype of the ultrasonic motor, in which two ultrasonic actuators are attached with screws to a cylinder stator made of aluminum. A thin cylindrical rotor is inserted into the stator to make narrow gap between them. Two alternative voltages drive the two actuators with a phase difference of 90, and the distance between the excitation points is three quarters of one wave length of the flexural wave. Therefore a traveling wave in the circumferential direction is excited by superposition of two degenerate standing waves with 90-phase difference. This is commonly used in traditional ultrasonic motors. The resonance frequency of the stator ring is tuned to that of the actuator. Using a non-contact ultrasonic motor, high speeds of 3000rpm can be obtained, which is impossible for a conventional contact ultrasonic motor to achieve.[8]

![Figure 2. Revolution speed of rotor vs. stator vibration velocity](image)

As shown in Figure 2, the rotor speed increases linearly with the stator vibration velocity. The revolution speed increases rapidly when exceeding a threshold, which results from the severe turbulence in the flow boundary layer on the rotor surface [8]. The revolution speed and axial rotor stability was fully analyzed and high revolution speed can be obtained.

### 8.1.2 Non-Contact Linear Bearing

![Figure 3. Prototype of non-contact linear bearing](image)
Figure 3 is the prototype of a linear bearing based on Near-Field Acoustic Levitation (NFAL). A beam with an L-shaped cross-section is used for the guide tail and a slider of the same cross-section is levitated by an ultrasonic traveling wave excited along the beam. This provides a small and inexpensive non-contact bearing with immunity against magnetic.

![Figure 4. Experiment setup](image)

In Figure 4, the L-shaped beam is excited using a Langevin with a stepped horn at 18kHz, the side length and the wall thickness of the beam are 30mm and 2 mm, respectively. The transducer is mounted diagonally halfway from the corner of the L, 45mm from the end of the beam [9].

![Figure 5. Thrust versus displacement amplitude](image)

The movement of the levitated slider by two transducers was investigated. The value of the thrust applying on the slider was evaluated by elevating one end of the beam to equalize the thrust and weight of the slider to stop the slider. Figure 5 shows the thrust to the maximum displacement amplitude in the diagonal excitation. The thrust was generated successfully in both directions by changing the driving phase difference.
8.2 DETAILS OF THE PROJECT

8.2.1 NEAR FIELD ACOUSTIC LEVITATION (NFAL)

The relationship between levitation and input voltage is shown in Figure 6. Here, levitation distance is proportional to the amplitude. The top two lines represent the levitation of two objects with different mass but same mass area ratio.

![Levitation vs. Input Voltage](image)

**Figure 6.** Levitation vs. Input Voltage

**Experiment Set-up**

The experiment was carried out using the configuration shown in Figure 8. It consists of one rectangular vibration plate (54*40*3 mm) and one mechanical horn connected to the Piezo actuator. The cone horn parameters are shown in Figure 7 and the design sizes are in Table 1.

![Mechanical Horn design](image)

**Figure 7.** Mechanical Horn design
**Table 1. Mechanical Cone horn for NFAL**

<table>
<thead>
<tr>
<th>Equations</th>
<th>Actual size of horn</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relationship between dimensions</td>
<td>3.8</td>
</tr>
<tr>
<td>[ N = \frac{S_1}{S_2} ]</td>
<td>D1=24mm</td>
</tr>
<tr>
<td>[ D = D_1(1-\alpha x) ]</td>
<td></td>
</tr>
<tr>
<td>[ \alpha = \frac{N-1}{N} \cdot \frac{1}{L} ]</td>
<td></td>
</tr>
<tr>
<td>Frequency equation</td>
<td></td>
</tr>
<tr>
<td>[ \tan(KL) = \frac{KL}{1 + \frac{N}{(N-1)^2} (KL)^2} ]</td>
<td></td>
</tr>
<tr>
<td>Length of the horn</td>
<td>100.083mm</td>
</tr>
<tr>
<td>[ L = \frac{\lambda}{2\pi} \cdot KL ]</td>
<td></td>
</tr>
<tr>
<td>The node position</td>
<td>( x_0 = 38.0475 ) mm</td>
</tr>
<tr>
<td>[ \tan(Kx_0) = \frac{K}{\alpha} ]</td>
<td></td>
</tr>
<tr>
<td>The Magnification factor</td>
<td>3.061</td>
</tr>
<tr>
<td>[ M = N \left[ \cos(KL) - \frac{N-1}{N} \cdot \frac{1}{KL} \sin(KL) \right] ]</td>
<td></td>
</tr>
<tr>
<td>Maximum stress position</td>
<td></td>
</tr>
<tr>
<td>[ \tan(Kx_M + \theta) = \frac{\alpha}{K} \cdot \frac{1}{1-\alpha x_M} - \frac{K}{2\alpha} (1-\alpha x_M) ]</td>
<td></td>
</tr>
<tr>
<td>Shape factor</td>
<td></td>
</tr>
<tr>
<td>[ \phi = \frac{2\alpha N}{K} \cdot \frac{\cos(KL + \theta)}{\cos(Kx_M + \theta)} ]</td>
<td></td>
</tr>
<tr>
<td>Where ( \theta = \tan^{-1}\left(\frac{\alpha}{K}\right) )</td>
<td></td>
</tr>
</tbody>
</table>
Figure 8. Experimental Set-up

The actuator is a Bolted Langevin type Transducer (BLT) manufactured by NTK (Model No. DA2228). The levitated object was placed on the surface of the rectangular plate, which was excited at frequency of 16.8 kHz. A Capacitance Gage and the levitation distance conducted the vibration amplitude measurement by laser displacement meter (Angstrom Resolver Model 101), respectively. Aluminum was chosen as the material of horn and beam because of its excellent acoustic characteristics.

Amplitude distribution on the plate Figure 9 shows the distribution of amplitude on the vibration plate. Figure 10(a) is the Chladni’s pattern of vibration and (b) is the mode shape simulated by Ansys. The dissymmetry of the pattern in Figure10 (a) may arise from bad horizontality of the plate.

(a) Longitude Distribution of Amplitude          (b) Sectional Distribution of Amplitude.

Figure 9. Amplitude Distribution on the plate
(a) The Chladni’s pattern of vibration mode  (b) Mode shape of vibrating plate

**Figure 10. Amplitude Distribution and Mode Shape**

**Analytical Approach**

**Levitation by piston vibration** Consider an object with a planar bottom levitated by an acoustic standing wave, which is radiated from a piston-like sound source, as shown in Figure 11. The surface of a levitated object is assumed to be rigid plane, and the piston vibrates as $\xi = \xi_0 \cos \omega t$

Based on formation derived by B. Chu and R.E. Apfel [2], the radiation pressure is

$$ P = K < E > [1 + \frac{\sin(2k_a l)}{2k_a l}] $$  

(1)

Where $< E >$ is the time average energy density and expressed as:

$$ < E >= \frac{\xi_0^2}{4} \rho_a \omega^2 / \sin^2 (k_a l) $$  

(2)

Each symbol is defined below:

$P$, radiation pressure, $K = \frac{1 + \gamma}{2}$,
where $\gamma$ specific heat ratio, for air $\gamma = 1.4$, $k_a = \omega / c$,

where $c$ sound velocity $l$ Levitation distance $\xi_0$ Vibration amplitude $\rho_0$ Medium density.

Figure 12 shows the derivative results from formation by the two previous authors. When levitation distance $l$ is small enough to satisfy $k_a l \ll 1$, the radiation pressure is

$$P = \frac{1 + \gamma}{4} \rho_0 c^2 \frac{\xi_0^2}{l^2} \quad (3)$$

Then levitation distance can be derived by making $W$ equal to $P$ as below:

$$H = c_\xi \rho_0 \sqrt{\frac{\rho_0 K}{2W}} \quad (4)$$

where:

- $W$ - weight / area of levitated object.

![Figure 12. Matlab result](image)
**Levitation by flexural vibration**  Consider that a plate vibrates in the flexural mode and a planar object is levitated by a distance of $h$ as shown in Figure 13. In this case, the acoustic wave does not propagate normal to the vibrating source. The particle velocity amplitude distribution can be derived as the sum of plane waves [3]:

$$v(x, y, z) = \frac{1}{4\pi^2} \int \int \hat{v}(k_x, k_y) \times \exp[j(k_x x + k_y y + k_z z)] dk_x dk_y$$  \hspace{1cm} (5)

Where:

$$k_x^2 + k_y^2 + k_z^2 = k_a^2 = (\omega/c)^2$$ \hspace{1cm} (6)

For a plane wave, it has two wave vectors: $k_x, k_y$, the radiation pressure in the $z$ direction is derived as:

$$P(k_x, k_y) = \frac{1 + \gamma}{2} \frac{[1 + \sin(2k_z h)]}{2k_z h} < E_z(k_x, k_y) >$$ \hspace{1cm} (7)

Where:

$$< E_z(k_x, k_y) > = \frac{\rho \vec{v}^2(k_x, k_y)}{4\sin^2 k_z h}$$ \hspace{1cm} (8)

The total radiation pressure in $z$ direction can be the sum of each vector component and given as:

$$P|_{z=h} = \int \int P(k_x, k_y) dk_x dk_y$$ \hspace{1cm} (9)
8.2.2 Ultrasonic Transportation

Figure 14 shows the schematic diagram of the non-contact transportation system using flexural traveling wave. The traveling wave sound source produces two unidirectional forces on the object in the gap. One is in the normal direction and levitates the object and the other induces the near boundary streaming in the parallel direction. The velocity gradient of the near boundary streaming on the surface of the object produces the viscous force that causes the object to move in a horizontal direction.

![Figure 14. Scheme of Transportation System](image)

When the beam starts to vibrate, the plate is rapidly levitated and gradually accelerated along the wave propagation direction by the viscous force [3]. The exact governing equation that describes the air velocity gradient and the effect on the transport speed of the object has not been conducted yet.

**Mechanical Horn Design**

The vibrating motion generated by the actuator is normally too low for practical use, so it is necessary to magnify this motion, which is the function of a mechanical horn (also called amplitude transformer) that acts as a resonant element in the compression mode. Table 2 shows the design parameters for the combined horn. Figure 15 shows one horn combined with a step and exponential horn, which is being incorporated in the research.
Table 2. Design of Combined Horn

<table>
<thead>
<tr>
<th>Equation</th>
<th>Actual size of horn</th>
</tr>
</thead>
<tbody>
<tr>
<td>The dimension of transition shape</td>
<td>D1=48mm D2=12mm</td>
</tr>
<tr>
<td>$D = D_1 e^{-\frac{\beta}{2}}$</td>
<td></td>
</tr>
<tr>
<td>$\beta = \ln \frac{N}{L_2}$</td>
<td></td>
</tr>
<tr>
<td>$K_1 = \sqrt{K^2 - \beta^2}$</td>
<td></td>
</tr>
<tr>
<td>Frequency equation</td>
<td></td>
</tr>
<tr>
<td>$\tan(K_1 L_2) \cdot \frac{1}{K_1 L_2} \sqrt{(K_1 L_2)^2 + (\ln N)^2 + \tan(2KL_1)} = 0$</td>
<td></td>
</tr>
<tr>
<td>The length of the transition shape</td>
<td>L2=66.895m</td>
</tr>
<tr>
<td>$L_2 = H \cdot \frac{\lambda}{2}$</td>
<td></td>
</tr>
<tr>
<td>where $H = \frac{1}{\pi} \sqrt{(K_1 L_2)^2 + (\ln N)^2}$</td>
<td></td>
</tr>
<tr>
<td>The magnification factor</td>
<td>4</td>
</tr>
<tr>
<td>$M =</td>
<td>N[\cos(K_1 L_2) - \tan(\alpha_2) \cdot \sin(K_1 L_2)]</td>
</tr>
<tr>
<td>where $\tan(\alpha_2) = \tan(KL_1) + \frac{N-1}{N} \cdot \frac{1}{KL_2}$</td>
<td></td>
</tr>
<tr>
<td>The node position along the transition shape</td>
<td>18.577mm</td>
</tr>
<tr>
<td>$x_0 = \frac{H}{K_1 L_2} (\frac{\pi}{2} - \tan(\alpha_2)) \cdot \frac{\lambda}{2}$</td>
<td></td>
</tr>
<tr>
<td>L1, L3</td>
<td>23.374mm</td>
</tr>
<tr>
<td>$L_1 = L_3 = \frac{KL_1}{\pi} \cdot \frac{\lambda}{2} = \frac{KL_3}{\pi} \cdot \frac{\lambda}{2}$</td>
<td></td>
</tr>
<tr>
<td>The total length</td>
<td>113.642mm</td>
</tr>
<tr>
<td>$L = L_1 + L_2 + L_3$</td>
<td></td>
</tr>
</tbody>
</table>
Beam Design

It is simple to design the beam, but it is very important to determine the position of the actuator attached to the beam, because that determines the scale of vibration velocity. Normally, the horn is attached to the beam at a length of $\lambda/4$ from the end. Figure 16 and Figure 17 show the beam mode shape of beam.

![Mode Shape of the Beam](image)

**Figure 16.** Mode Shape of 30th and 31st

**Figure 17.** Modal Simulation using Ansys

Experiment setup

![Experiment setup](image)

(a) Top View   (b) Side View

**Figure 18.** Experiment setup

The system shown in Figure 18 consists of one beam (400*50.8*3.175mm) and two Langevin type Transducers (BLT) manufactured by NTK (Model No. DA4427), which are attached to the beam at a length of $\lambda/4$ from the end of the beam. When there are phase angles of 90° difference, the traveling wave is produced and changes the phase difference between the two transducers. Thus, changing the transportation direction. Since there is no support force across the width of
the vibrating beam, the levitated object is not stable and slides off easily during transportation. It is necessary to make appropriate vibration distributions across the plate in order to transport a levitated object stably. One traditional but effective method to make both ends thinner can obtain the desirable vibration distribution to prevent the plate falling off the beam. The system is excited at a frequency of 25.6 KHz, which makes the most desirable traveling wave on the beam. When a flat plate (r=36.1mm mass=4g) is put on the vibrating beam, the plate is suddenly levitated and then gradually accelerated to a certain speed due to the near boundary streaming produced by the traveling wave.

Due to the oscillation along the width direction, it is difficult to get the position using a Laser displace meter. The author uses a simple but effective method, Web Cam, to capture the motion, and then utilizes Matlab to derive the position versus time data.

The flow chart of derivation is shown in Figure 19. The video is divided into frames and on each frame the plate is marked with darker dot in the center, therefore the position can be obtained by calculating the intensity. Figure 20 shows the divided frames, from which the marked dot can be seen in the figure.

---

**Figure 19. Derivation Flow Chart**
Figure 21 shows the position versus time for the first three curves, which have the same phase angle, and the rest as a result of inversing the phase angle. From the figure, it can be seen that the motion of the plate is gradually accelerated and then moves at a constant speed. The velocity of the plate is about 11 cm/s. By making the phase angle of two transducers 0, the plate can stay stable on the beam with tiny oscillation amplitude. In order to obtain a precise stop-go control, a close-loop control is desired.
Beam and Horn Combination Analysis

When the horn is attached to the beam, the natural frequency of the horn will change. The modal and harmonic analyses are undertaken by incorporating the beam and horn into one part. Figure 22 shows the modal analysis and Figure 23 shows the harmonic analysis. It can be seen that with a frequency of 28 KHz, the beam and horn will have the maximum vibration amplitude.

8.3 CONCLUSIONS

NFAL can be achieved with flexural wave resource. The levitation distance is proportional to the vibration amplitude. The traveling wave can be produced by setting the phase angle of two transducers to 90 degrees, and direction change can be achieved by reversing the phase angle into -90 degrees. The transportation system is feasible and the stop-go control can be achieved by close loop control. It is helpful to incorporate beam and horn into one during the experiment setup. The non-contact transportation system can be devised based on NFAL and viscous force. The future work would be (1) Experimental setup and analytical approach; (2) Ansys analysis of system and simulation on air radiation;(3) Control of object transportation and (4) make the plate turn direction.
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Correction for bending deflection of small (sub-millimeter diameter) milling tools was the focus of this project. The scheme was implemented on a high-speed, air-bearing spindle capable of speeds up to 60,000 rpm. This spindle was suspended on a pair of load cells and the real-time cutting force in two dimensions was determined based on the readings of each load cell and knowledge of the dynamic response of the spindle. Using baseline cutting force measurements from a workpiece mounted load cell, the dynamic gains for various forcing frequencies (spindle speeds) are obtained. Based on the appropriate dynamic gain, measurements from the two load cell supports can be combined to produce accurate (+/- 0.2 N) cutting force measurements from the spindle assembly. The load cell supported spindle was mounted on flexure guided piezoelectric actuators that incorporated closed loop capacitance gage feedback for position commands. This system can respond to the real-time force measurements and produce the appropriate motion to compensate for tool deflection errors in two orthogonal directions. A two-input, two-output controller was used to control the positioning system to compensate for the tool deflections from the horizontal and vertical cutting forces. Through the use of this self contained spindle, actuator and force measurement system, form errors were reduced from 10-15 µm for a fixed spindle to 2-3µm using closed loop force feedback. An overall reduction of 75% in form error was achieved through the implementation of force feedback machining.
9.1 INTRODUCTION

Fabricating micrometer features on hard steel injection molding dies is a difficult problem. To reach the regions of interest, the diameter of these milling tools are often limited to a millimeter or less and lengths of 4 to 7 mm are often required. The tools required for such machining are (Diameters < 1.0 mm) termed miniature tools and are the focus of this research. These tools are available in several different shank lengths to accommodate various applications and die geometries. Figure 1 contains a photograph of the 0.8 mm diameter miniature ball end mills used. The tools are made of tungsten carbide with a titanium aluminum carbide coating. Although the tool material is very strong, the thin geometry of these tools results in low tool stiffness (0.2 N/µm and less), which becomes a significant factor when machining heat treated steels. Deflections of these tools under low (10N) cutting forces can produce part errors of 50 µm with a 4.0mm shank tool. The primary goal of this research is to reduce tool deflection errors to ± 2 µm, through the use of force-feedback machining.

![Figure 1. Miniature Ball End Mills on left with close-up of ball end on right](image)

This report is the culmination of several projects on this topic beginning with open loop control using path correction [1,2], followed up by one-dimensional correction with a load cell under the part [3] and a second one-dimensional correction scheme with the sensor and correction scheme on the spindle [4]. Each of these techniques developed new approaches to correction of the deflection of the miniature tools. However, each had its drawbacks related to the amount of effort needed to implement the control scheme or the limited correction capability available. The technique described here uses a self-contained spindle that can measure the forces on the tool in two directions and a correction scheme that compensates for the deflection of the tool caused by those forces.
9.2 DESCRIPTION OF APPARATUS

The apparatus consists of three parts: the force measurement system, the actuation system and the control system. The force measurement system uses a pair of 3-axis load cells to sense the force in 2 orthogonal directions and the actuation system uses a pair of piezoelectric actuators to move the spindle to compensate for the tool deflection caused by the cutting forces. The controller takes the information from the force system and sends commands to the actuation system with position feedback from a pair of capacitance gages to acknowledge the motion.

9.2.1 FORCE MEASUREMENT SYSTEM

When measuring the cutting forces from the spindle assembly, the locations of the load cells are very important. They should not be located inside the force loop between the actuators and ground. The reaction forces from the piezoelectric actuators must have a ground to push against that are free from the load cells. If the load cells are located in this force loop, the actuation forces of the piezoelectric actuators will be measured by the load cells and interfere with cutting force measurements. For this reason, the load cells are located as close to the measurement source as possible, situated below the spindle block and above the piezo actuators as shown in Figure 2.

In this spindle based measurement system, two load cells are used so that all reaction forces between the spindle and its ground are captured. They are equally spaced about the center of gravity of the spindle to cancel the effects of in-phase or out-of-phase spindle vibrations as needed in the later force signal processing.

Using the results obtained by increasing spindle speed during cutting, the frequency response of the spindle assembly can be obtained in the X, Y and Z directions. From this data, a look-up table is generated in Simulink (Matlab) to cross reference the spindle speed (forcing frequency)
with the appropriate dynamic magnification factor. In essence, the magnitude portion of the transfer function is measured and then assembled into a lookup table for implementation on the A/D data acquisition system. The block diagram for this force measurement algorithm is illustrated in Figure 3.

![Figure 3. Force Measurement Block Diagram](image)

Once the spindle speed has been determined, the dynamic magnification factor is extracted from the look-up tables whose data was generated in the previous experiment. Three independent look up tables are used to account for the X, Y, and Z directions. The Simulink model for this subsystem is located below in Figure 4.

![Figure 4. Simulink Dynamic Magnification Factor Subsystem](image)
The results of this force measurement technique produce forces measured on the spindle equivalent to the forces measured on the work piece during a cut. Figure 5 is a comparison between the force measured on the work piece and the force measured on the spindle assembly as well as the output from the force measurement algorithm of Figure 4. The results clearly show that the spindle mounted force sensors give the same force measurement as a sensor mounted to the lightweight part.

**Figure 5.** Comparison of the cutting forces measured on the work piece and spindle

### 9.2.2 Actuation System

The actuation system used piezoelectric actuators as the prime mover and flexures to control the motion. Piezoelectric actuators are crystalline materials that respond with strain upon application of an electric field. Flexures are compliant mechanisms [5] designed to utilize linear elastic deformation as a means to produce fine motion or precise forces. In its simplest form, a flexure element consists of two rigid bodies interconnected with a compliant element. Flexures are advantageous for producing precision motion since they are free from stiction, backlash, and friction present in rotary or linear bearings. The absence of stick-slip conditions results in smooth precise motion. This smooth motion is based on linear elastic deformation and the elasticity theory. For small displacements, there will be a linear relationship between applied force and displacement.

A number of different actuation strategies were investigated including linear, rotary and stacked axes. One of the difficulties is avoiding crosstalk between the axes so that correction in each direction can be accomplished based on the force components measured by the load cells. The best design was to create two flexure axes at the appropriate locations to produce the desired
displacement. The resulting two-axis flexure design is illustrated below in Figure 6. The dotted lines illustrate the two flexure axes of rotation for this design.

![Figure 6. Two Axis Flexure Design](image)

Figure 7 shows how this design moves when vertical actuation is desired. The actuators are located at the arrows and both elongate to move the spindle, which is on the bottom plate. The deflection occurs in the pivot at the end away from the tool but in line (vertically) with the tool.

![Figure 7. Vertical Actuation using the two piezoelectric actuators together](image)

The horizontal actuation uses the two actuators in a push-pull mode where one is lifting one side of the bottom plate and the second is pulling it down as illustrated in Figure 8. Since the piezoelectric actuators cannot supply a tensile force, the push and pull is accomplished by preloading the actuators such that the preload force will provide the pull to move that side of the bottom plate down. A preload force of 800N is applied directly above each stack thru the compression of a Belleville washer. This preload is applied directly above the piezo actuators to
avoid application of a bending moment to the load cell plate which can effect the measurement of the cutting force from the load cells.

**Figure 8.** Horizontal Actuation is accomplished by twisting the bottom plate

The two axis force feedback actuator was designed to produce the tool error correction of 40 µm in the horizontal and vertical direction guided by flexures with displacement feedback from a pair of capacitance gages. The force is measured with a pair of 3-axis load cells that connect the spindle to the actuation platform. A top view of the complete apparatus is shown in Figure 9.

**Figure 9.** Force Measurement Platform with spindle and back flexures visible
9.3 MULTIVARIABLE CONTROL

The force feedback spindle actuator is a two-input two-output system where the displacement at each piezo stack contributes to both the horizontal and vertical tool position. Control of the actuator is achieved through decoupling of the horizontal and vertical dynamics. Proportional Integral (PI) control is used to control the horizontal and vertical systems separately and then recombined to solve for the individual voltage to each piezo. The horizontal controller produces the differential voltage between the two piezos while the vertical controller produces a sum. The command following of the two-axis actuator was evaluated with an 8µm square profile. The square motion profile below in Figure 10 (Left) was positioned in a total time of 500ms. The complete force feedback control algorithm is shown below in Figure 10 (Right) where the horizontal and vertical tool forces are first measured to produce a desired horizontal and vertical tool position. The two axis controller then positions the tool to the desired position using capacitance gage closed loop feedback. Step response for a horizontal and vertical 2µm step are displayed below in Figure 11.

Figure 10. Command following, Tool position (µm), Force-Feedback Block Diagram (Right)

Figure 11. Horizontal Step Response (Left), Vertical Step Response (Right)
9.4 EXPERIMENTAL VERIFICATION

To study the potential of this force feedback technique, the spindle with force measuring and error correction system was added to the Nanoform 600 diamond turning machine, as shown in Figure 12. This spindle was mounted on the y-axis of the machine and that axis was used to move the tool in the vertical direction. The y-axis was in turn mounted on the z-axis that changed the depth of cut. The part was mounted on the x-axis, which moved the part left to right. In this way, a three dimensional part could be fabricated and the error corrected in the plane of the part, that is, the x (horizontal) and y (vertical) directions.

![Figure 12. Force-Feedback Spindle Actuator mounted on Diamond Turning Machine](image)

9.4.1 PART PROFILES

5mm Hemisphere To test the two-axis force feedback actuator, a 5mm diameter hemisphere was milled into a flat workpiece as shown in Figure 13. To machine the 5 mm diameter hemisphere, a raster cut sequence was used. In a raster cut sequence, one axis is used to increment position sequentially while the other rasters back and forth performing the contouring of the part.
The Y-axis on the DTM is used to increment the vertical position between each step while the X and Z-axes, which have higher resolution encoders, are used to perform the contouring of the sphere. The X,Y,and Z machine tool paths for the raster cut 5mm diameter hemisphere is shown in Figure 14.

To machine the 5mm diameter hemisphere, successive hemispheres of increasing radii are machined until the final diameter of 5mm is reached. The radius of the hemisphere is incremented by 100 \( \mu \text{m} \) for each hemisphere sequence using a crossfeed (\( \Delta Y \)) of 50 \( \mu \text{m} \). This results in a total of 100 passes to machine the 5 mm diameter hemisphere.
In the initial raster cut sequence, a portion of the tool deflection errors from each pass were cut away by the following pass in the opposite direction because the tool has a different deflection in that direction. To avoid removal of errors from the previous pass and facilitate part measurement, a consistent tool feed direction was used; that is, the machining was always in the same direction.

**Tool Radius Compensation** The tools used in the force-feedback machining experiments were ball end mills with a tool radius of 400 µm. To obtain the desired final part geometry, the tool path was corrected to account for the radius of the tool. To machine a hemisphere with a ball end mill, the compensated tool path forms a smaller diameter hemisphere located inside the desired geometry offset by the tool radius. The geometric relationship between the compensated tool path and the desired geometry is shown in Figure 15. To machine a 5 mm diameter hemisphere using a 0.8 mm diameter ball end mill, the tool path radius is adjusted to \((2.5 \text{ mm} - 0.4 \text{ mm}) = 2.1 \text{ mm}\) to account for the 400 µm tool radius.

![Figure 15. Tool Radius Compensation for Hemisphere Cut](image)

**Part Measurement** The first measurements of the machined hemisphere were made using an air bearing LVDT probe on the Nanoform to scan along the surface of the part. Due to the steep slope at the edge of the hemisphere, the probe needed to be positioned at an angle to avoid interference with the probe tip. The part to be measured was mounted to the Nanoform spindle to rotate around the hemisphere axis while recording spiral surface data from the LVDT probe. Due to the form error of the hemisphere, centering the hemisphere on the Nanoform axis was not feasible since there was no way to discern the form error from part runout.

Measurement of the 5 mm hemisphere (Figure ) was attempted on the Talysurf profilometer by tilting the part to increase probe clearance. Interference of the Talysurf probe near the hemisphere walls dominated the measurement, making most of the data void. As a result, it was
difficult to accurately predict the sphere radius from the limited angular range of data. The best fit radius of the hemisphere center was 2.474 mm resulting in a radial error of 26 µm short from the desired radius of 2.5 mm.

![Horizontal Measurement](image)

**Figure 16.** 5mm Hemisphere (right), Talyurf Profile (left)

The Talyurf data in Figure 16 contains three horizontal scans across the hemisphere at different locations and the shank of the probe interfering with the spherical surface at each end. To compare the surface error of two hemispheres, the two scans must also run through the same points. A new part with less steep walls was suggested to facilitate measurement.

**Four Sided Frustum** The geometry and form error of a four sided frustum can be measured on the Talyurf profilometer without the probe interference or critical alignment needed with the hemisphere. A four-sided frustum is the geometry that is obtained by removing the top of a four-sided pyramid (Figure 17).

![Four-Sided Frustum](image)

**Figure 17.** Four-Sided Frustum, 6061 Aluminum

The geometry of the frustum is easier to measure since the slope of the walls can be set to avoid interference with the Talyurf probe. The center square of the frustum also makes this profile less sensitive to probe alignment since the probe does not have to pass thru the exact center. The
dimensions of four sided frustum (Figure 17) machined are a 5 mm outside square with a 1mm square located 1.5 mm deep. In the machining of this geometry, the tool forces result in deflection of the tool in each of the four directions (Figure 18 left). Measurement of the final part is performed by scanning the part surface in the horizontal and vertical directions with the Talysurf profilometer (Figure 18 right).

**Figure 18. Feed Direction and Tool Force Direction (Left), Taylsurf Measurement (Right)**

The tool path sequence used to machine the frustum is the same left to right sequence used for the hemisphere. The machining parameters of the four-sided frustum were first a rough cut using a crossfeed ($\Delta Y$) of 250 $\mu$m and increasing depth ($\Delta Z$) of 200 $\mu$m until the rough cut depth of 1.2 mm is achieved. A feedrate of 50 mm/min is used for both the rough cut and final pass. The final pass then contains a 300 $\mu$m depth of cut and 100 $\mu$m crossfeed ($\Delta Y$) to obtain the final part geometry. This final cut contains 50 horizontal passes to contour out the 5 mm frustum with the 800 $\mu$m diameter ball end mill.

### 9.4.2 Experimental Results

Measurement of the open loop and closed loop form error shows an improvement of 15 $\mu$m for the force feedback machined part compared over the uncompensated fixed spindle. The tool forces during machining of the four-sided frustum push the tool toward the center of the part reducing the final machined dimensions. The direction of tool force and the part profile comparison between the fixed spindle and force feedback spindle are shown in Figure 19.
To improve measurement accuracy of the feature depth, two new frustums were machined with an included 8 mm by 8 mm square reference surface machined 25 µm into the part. The reference surface creates a zero datum parallel to the machine axes removing any errors introduced from any misalignment between the workpiece surface and the machine axes.

The reference surface (Figure 20) also removes any ambiguity resulting from the tool touch off procedure to find the part surface. To find the part surface, the milling spindle is brought closer and to the part in 1 µm increments until a cutting forces can be detected. Machining the reference surface 25 µm below the touch off point eliminates any position errors resulting from the touch off procedure. The closed loop and fixed spindle parts were then measured on the Talysurf to compare form errors. The horizontal and vertical Talysurf form measurements are displayed in Figure 21 and Figure 22.
Figure 21. Horizontal Scan Talysurf Measurements

Figure 21 shows the overall shape of the cross-section through the center of the frustrum. The width at the top is slightly more than 5 mm and is about 1 mm wide at the bottom. The lower traces show the comparison between the desired shape (dashed line), open loop result (dotted line) and closed-loop force feedback result for the left and right of the frustrum. In Figure 21, it is clear that the open loop profile falls short of the desired geometry due to deflection of the miniature tool. The correction of the tool in this figure is in the horizontal direction as defined in Figure 18. The force feedback actuator compensates for these errors due to cutting forces and produces a profile much closer to the desired path. The maximum error without compensation is 13 µm and with error correction is 2.5 µm.

Figure 22 shows a similar result to Figure 21 except that this trace was made in the vertical direction of Figure 18. In this case the bending will be in the up/down and the vertical correction capability of the spindle actuator will be utilized. For the uncompensated case, the error is about 10 µm and with correction is about 2 µm. In both cases of Figure 21 and 22, the tool deflection errors in the uncompensated profile result in a smaller machined part as the tool is deflected.
away from the desired location. The overall form error is reduced from 10-15 µm to 2-3 µm using the force feedback actuator, attaining a 75% reduction of error.

![Vertical Scan](image)

**Figure 22.** Vertical Scan Talysurf Measurements

### 9.5 CONCLUSIONS AND FUTURE WORK

Real time cutting force measurement can be obtained from the machining spindle using two load cell supports, once the dynamic response of the spindle is incorporated. Using baseline cutting force measurements from a workpiece mounted load cell, the dynamic gains for various forcing frequencies (spindle speeds) are obtained. Using the appropriate dynamic gain, measurements from the two load cell supports can be combined to produce accurate (+/- 0.2 N) cutting force measurements from the spindle assembly.
Using flexure guided piezoelectric actuators incorporating closed loop capacitance gage feedback, two axis tool positioning is produced to compensate for tool deflection errors as a result of the real time cutting forces. A two-input two-output controller is used to control the two axis tool positioning, which corresponds to the tool deflection and results from the horizontal and vertical cutting forces.

Through the use of this self contained spindle actuator and force measurement system, form errors were reduced from 10-15 µm for a fixed spindle to 2-3µm using closed loop force feedback. An overall reduction of 75% in form error was achieved thru the implementation of force feedback machining.

The mechanical design of the 2-axis system allows the machining force in each direction to be independently measured and the tool end positioned to compensate for the resulting deflection. Two 3-axis load cells are used to measure the force and the correction is made with two piezoelectric actuators that use capacitance gages for position feedback. Techniques for capturing the peak force, using that force along with the tool compliance to create a positioning error, comparing that error with the cap gage readings and sending the filtered commands to the actuators have been developed and demonstrated. Two machined features are described: a 5 mm radius hemisphere and a 5 mm wide 4-sided frustrum. Each surface was machined using a raster scan technique and the magnitude and direction of the machining forces were measured and tool deflection compensated. Error in final part geometry due to tool deflection was reduced by 15µm through the implementation of force feedback compensation.
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<td>----------</td>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>Dan Luttrell</td>
<td>MS</td>
<td>1987</td>
<td>Luttrell, Inc. New Boston, NH</td>
</tr>
<tr>
<td>Edward Marino</td>
<td>MS</td>
<td>September 1999</td>
<td>Pratt Whitney Hartford, CT</td>
</tr>
<tr>
<td>Edward Miller</td>
<td>MS</td>
<td>December 2000</td>
<td>General Electric Greenville, SC</td>
</tr>
<tr>
<td>Michele Miller</td>
<td>PhD</td>
<td>December 1994</td>
<td>Michigan Tech. University Houghton, MI</td>
</tr>
<tr>
<td>Paul Minor</td>
<td>MS</td>
<td>September 1998</td>
<td>Hartford, CT</td>
</tr>
<tr>
<td>Gary Mitchum</td>
<td>MS</td>
<td>June 1987</td>
<td>Harris Corporation Melbourne, FL</td>
</tr>
<tr>
<td>Charles Mooney</td>
<td>MS</td>
<td>December 1994</td>
<td>JEOL Peabody, MA</td>
</tr>
<tr>
<td>Patrick Morrissey</td>
<td>MS</td>
<td>May 2003</td>
<td></td>
</tr>
<tr>
<td>Larry Mosley</td>
<td>PhD</td>
<td>June 1987</td>
<td>Intel Corporation Chandler, AZ</td>
</tr>
<tr>
<td>Patrick Moyer</td>
<td>PhD</td>
<td>May 1993</td>
<td>UNC-Charlotte Charlotte, NC</td>
</tr>
<tr>
<td>Nobuhiko Negishi</td>
<td>MS</td>
<td>August 2003</td>
<td></td>
</tr>
<tr>
<td>Ayodele Oyewole</td>
<td>MS</td>
<td>October 1997</td>
<td>Pratt &amp; Whitney East Hartford, CT</td>
</tr>
<tr>
<td>Hakan Ozisik</td>
<td>PhD</td>
<td>December 1989</td>
<td></td>
</tr>
<tr>
<td>Witoon Panusittikorn</td>
<td>PhD</td>
<td>December 2004</td>
<td>Thailand</td>
</tr>
<tr>
<td>John Pellerin</td>
<td>MS</td>
<td>May 1990</td>
<td>Sematech Austin, TX</td>
</tr>
<tr>
<td>Travis Randall</td>
<td>MS</td>
<td>August 2004</td>
<td>MBA student NCSU</td>
</tr>
<tr>
<td>Ganesh Rao</td>
<td>MS</td>
<td>December 1994</td>
<td>Oak Ridge National Lab Oak Ridge, TN</td>
</tr>
<tr>
<td>Name</td>
<td>Degree</td>
<td>Graduation Year</td>
<td>Institution</td>
</tr>
<tr>
<td>-------------------</td>
<td>--------</td>
<td>-----------------</td>
<td>------------------------------------</td>
</tr>
<tr>
<td>John Richards</td>
<td>MS</td>
<td>September 1997</td>
<td>Intel Corporation</td>
</tr>
<tr>
<td>Walter Rosenberger</td>
<td>MS</td>
<td>May 1993</td>
<td>The East Group</td>
</tr>
<tr>
<td>Alex Ruxton</td>
<td>MS</td>
<td>December 1996</td>
<td>Pratt &amp; Whitney</td>
</tr>
<tr>
<td>Anthony Santavy</td>
<td>MS</td>
<td>August 1996</td>
<td>Ford</td>
</tr>
<tr>
<td>Keith Sharp</td>
<td>PhD</td>
<td>May 1998</td>
<td>Morgan Crucible</td>
</tr>
<tr>
<td>Gordon Shedd</td>
<td>PhD</td>
<td>March 1991</td>
<td></td>
</tr>
<tr>
<td>Wonbo Shim</td>
<td>PhD</td>
<td>May 2000</td>
<td>Seagate Inc.</td>
</tr>
<tr>
<td>Robert Skolnick</td>
<td>MS</td>
<td>September 1997</td>
<td>San Diego, CA</td>
</tr>
<tr>
<td>Denise Skroch</td>
<td>MS</td>
<td>May 1989</td>
<td>IBM Corporation</td>
</tr>
<tr>
<td>Elizabeth Smith</td>
<td>MS</td>
<td>April 1989</td>
<td></td>
</tr>
<tr>
<td>Stanley Smith</td>
<td>PhD</td>
<td>May 1993</td>
<td></td>
</tr>
<tr>
<td>Ronald Sparks</td>
<td>PhD</td>
<td>May 1991</td>
<td>Alcoa Corporation</td>
</tr>
<tr>
<td>Brent Stancil</td>
<td>MS</td>
<td>December 1996</td>
<td>Harris Corporation</td>
</tr>
<tr>
<td>Gene Storz</td>
<td>MS</td>
<td>May 1994</td>
<td></td>
</tr>
<tr>
<td>Anand Tanikella</td>
<td>PhD</td>
<td>August 1996</td>
<td>Norton Industrial Ceramics</td>
</tr>
<tr>
<td>Donna Thaus</td>
<td>MS</td>
<td>May 1996</td>
<td>Northern Telecom</td>
</tr>
<tr>
<td>John Thornton</td>
<td>MS</td>
<td>December 1993</td>
<td>Digital Instruments</td>
</tr>
<tr>
<td>Name</td>
<td>Degree</td>
<td>Date</td>
<td>Location</td>
</tr>
<tr>
<td>-------------</td>
<td>--------</td>
<td>------------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td>Michael Tidwell</td>
<td>MS</td>
<td>December 1991</td>
<td></td>
</tr>
<tr>
<td>John Tyner</td>
<td>MS</td>
<td>June 1995</td>
<td>Naval Depot Cherry Point</td>
</tr>
<tr>
<td>Tao Wu</td>
<td>PhD</td>
<td>December 2003</td>
<td>Gave birth to Evan Wu Zhang</td>
</tr>
</tbody>
</table>
ACADEMIC PROGRAM

Problems and limitations associated with precision manufacturing can originate in the machine, the process, or the material. In fact, most problems will probably be caused by a combination of these factors. Therefore, improvement of current processes and development of new manufacturing methods will require knowledge of a multi-disciplinary array of subjects. The educational goal of the Precision Engineering Center is to develop an academic program which will educate scientists and engineers in metrology, control, materials, and the manufacturing methods of precision engineering.

The graduate students involved in the Precision Engineering Center have an annual stipend as research assistants. They can take up to 3 classes each semester while spending about 20 hours per week on their research projects. These students also work in the Center full-time during the summer months.

The Precision Engineering Center began in 1982 with an emphasis on the mechanical engineering problems associated with precision engineering. As a result, the original academic program proposed was biased toward courses related to mechanical design and analysis. However, as the research program has developed, the need for complementary research in sensors, materials, and computers has become obvious. A graduate student capable of making valuable contributions in the computer area, for example, will require a significantly different academic program than in mechanical engineering. For this reason, the Center faculty has set a core curriculum and each student in the program is required to take at least 3 of these core courses. The remainder of the courses for the MS or the PhD degree are determined by the university or department requirements and the faculty committee of the student.

The required courses are:

- MAE 545 Metrology in Precision Manufacturing
- PY 516 Physical Optics
- MAT 700 Modern Concepts in Materials Science
- CSC (ECE) 714 Real Time Computer Systems
PhD DEGREE PROGRAM

The PhD program in Precision Engineering has been set up as a multi-disciplinary program, drawing upon courses throughout the University to provide background and expertise for the students. It should contain required courses to insure solid grounding in the fundamentals plus electives to prepare the student in his area of specialization. Because Precision Engineering is concerned with an integrated manufacturing process, students interested in computer control, materials, machine structure, and measurement and actuation systems are involved in the program. Student research projects include the wide variety of topics addressed in this report. Each student's thesis should have an experimental component because Precision Engineering is basically a hands-on technology.

MS DEGREE PROGRAM

The Master of Science degree will have a higher percentage of application courses than the PhD degree. The emphasis will be to develop the foundation for involvement in precision engineering research and development. A total of 30 credits including 6 credits for the MS thesis is required. The thesis, while less comprehensive than the PhD dissertation, will be directed at important problems in Precision Engineering. Typically the MS program will take four semesters plus one summer.

UNDERGRADUATE PROGRAM

The undergraduate degree broadly prepares an engineering student for industrial activities ranging from product design and engineering sales to production implementation. Because a large share of engineers only have the BS degree, these will be the people who must implement the new technology developed in research programs like the Precision Engineering Center. Therefore, a way must be found to acquaint engineers at the BS level with the techniques, problems, and potential of precision manufacturing.

In most undergraduate degree programs only limited time is available for technical electives. However, these electives offer the student the opportunity to expand his knowledge in many different directions. Beginning graduate courses (such as metrology) can be used as undergraduate electives.
Undergraduate projects and summer employment have also been utilized to include undergraduate students into the research program of the Center. During the 1998-1999 academic year, four undergraduate students in Mechanical Engineering were involved various projects at the PEC.

**STUDY PLANS**

Study plans for several example students are given below both for the MS and the PhD degree. Because of the breadth of the field and the wide range of thesis topics, few if any study plans will be exactly the same. The plan will depend upon the student's background, his interests, his thesis topic, the department, and the chairman and members of his committee.

**PhD PROGRAM IN MECHANICAL ENGINEERING**

**Major Courses:**

- MAE 740 Advanced Machine Design I
- MAE 741 Advanced Machine Design II
- MAE 706 Heat Transfer Theory & Applications
- MAE 713 Principles of Structural Vibration
- MAE 760 Computational Fluid Mechanics and Heat Transfer
- MAE 545 Metrology in Precision Manufacturing
- MAE 714 Analytical Methods in Structural Vibration
- MAE 742 Mechanical Design for Automated Assembly
- MAE 895 Doctoral Dissertation Research

**Minor Courses:**

- MA 511 Advanced Calculus I
- MA 775 Mathematical Methods in the Physical Sciences I
- CSC 780 Numerical Analysis II
- PY 516 Physical Optics
- ECE 716 System Control Engineering
- MAT 700 Modern Concepts in Materials Science
- ECE 726 Advanced Feedback Control
- ECE 764 Digital Image Processing
PhD PROGRAM IN MATERIALS ENGINEERING

Major Courses:

- MAT 710 Elements of Crystallography and Diffraction
- MAT 700 Modern Concepts in Materials Science
- MAT 556 Composite Materials
- MAT 715 Transmission Electron Microscopy
- MAT 795 Defect Analysis/Advanced Materials Experiments
- MAT 753 Advanced Mechanical Properties of Materials
- MAT 712 Scanning Electron Microscopy
- MAT 895 Doctoral Dissertation Research

Minor Courses:

- PY 414 Electromagnetism I
- ST 502 Experimental Statistics for Engineers I
- MAE 740 Advanced Machine Design I
- MAE 741 Advanced Machine Design II
- MAE 545 Metrology in Precision Manufacturing
- PY 516 Physical Optics
- MA 401 Applied Differential Equations II

PhD PROGRAM IN ME (FOR STUDENT WITH MS DEGREE)

- ECE 716 System Control Engineering
- ECE 791 Gate Array Design
- MAT 700 Modern Concepts in Materials Science
- PY 516 Physical Optics
- MA 502 Advanced Mathematics for Engineers and Scientists II
- MA 775 Mathematical Methods in the Physical Sciences I
- MA 780 Numerical Analysis II
- MAE 732 Fundamentals of Metal Machining Theory
- MAE 740 Advanced Machine Design I
- MAE 741 Advanced Machine Design II
- MAE 545 Metrology in Precision Manufacturing
- MAE 716 Random Vibration
MS PROGRAM FOR ME STUDENT

- MAE 713 Principles of Structural Vibration
- MAE 740 Advanced Machine Design I
- MAE 545 Metrology in Precision Manufacturing
- MAT 700 Modern Concepts in Materials Science
- PY 516 Physical Optics
- MA 501 Advanced Math for Engineers and Scientists I
- MA 502 Advanced Math for Engineers and Scientists II
- MAE 695 Master's Thesis Research

MS PROGRAM FOR COMPUTER SCIENCE STUDENT

- CSC 501 Operating Systems Principles
- CSC 506 Architecture of Parallel Computers
- CSC 512 Compiler Construction
- ECE 521 Computer Design and Technology
- CSC 715 Concurrent Software Systems
- MAE 545 Metrology for Precision Manufacturing
- MAE 789 Digital Control Systems
- ECE 764 Digital Image Processing

MS PROGRAM FOR MATERIALS SCIENCE STUDENT

- MAT 700 Modern Concepts in Material Science
- MAT 710 Elements of Crystallography and Diffraction
- MAT 715 Transmission Electron Microscopy
- MAT 712 Scanning Electron Microscopy
- MAT 722 Advanced Scanning Electron Microscopy and Surface Analysis
- MAE 545 Metrology for Precision Manufacturing
- PY 516 Physical Optics
- ECE 738 IC Technology and Fabrication
- MAT 695 Master's Thesis Research
MS PROGRAM FOR PHYSICS STUDENT

- PY 516 Physical Optics
- PY 552 Introduction to Structure of Solids I
- PY 753 Introduction to Structure of Solids II
- PY 781 Quantum Mechanics I
- PY 782 Quantum Mechanics II
- PY 783 Advanced Classical Mechanics
- PY 785 Advanced Electricity and Magnetism I
- PY 786 Advanced Electricity and Magnetism II
- MAT 700 Modern Concepts in Material Science
- MAE 545 Metrology for Precision Manufacturing
- PY 695 Master's Thesis Research

SHORT COURSES AND TV COURSES

Six graduate level courses: Scanning Electron Microscopy (MAT 712), Advanced SEM Surface Analysis (MAT 722), Modern Concepts in Material Science (MAT 700), Mechanical Properties of Materials (MAT 705), and Metrology (MAE 545) have been offered as video courses nationwide via National Technological University. In a typical year, approximately 120 students from industry and national laboratories participate in these courses. Future plans call for a MS program in Precision Engineering to be offered via the television network.

TECHNICAL REPORTS

<table>
<thead>
<tr>
<th>Volume</th>
<th>Year</th>
<th>Month</th>
<th>Pages</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 - 1983</td>
<td>December 1983</td>
<td>136 pages</td>
<td></td>
</tr>
<tr>
<td>2 - 1984</td>
<td>January 1985</td>
<td>168 pages</td>
<td></td>
</tr>
<tr>
<td>3 - 1985</td>
<td>January 1986</td>
<td>294 pages</td>
<td></td>
</tr>
<tr>
<td>4 - 1986</td>
<td>January 1987</td>
<td>255 pages</td>
<td></td>
</tr>
<tr>
<td>5 - 1987</td>
<td>December 1987</td>
<td>336 pages</td>
<td></td>
</tr>
<tr>
<td>6 - 1988</td>
<td>December 1988</td>
<td>362 pages</td>
<td></td>
</tr>
<tr>
<td>7 - 1989</td>
<td>March 1990</td>
<td>357 pages</td>
<td></td>
</tr>
<tr>
<td>8 - 1990</td>
<td>March 1991</td>
<td>385 pages</td>
<td></td>
</tr>
<tr>
<td>9 - 1991</td>
<td>March 1992</td>
<td>382 pages</td>
<td></td>
</tr>
<tr>
<td>10 - 1992</td>
<td>March 1993</td>
<td>289 pages</td>
<td></td>
</tr>
<tr>
<td>11 - 1993</td>
<td>March 1994</td>
<td>316 pages</td>
<td></td>
</tr>
<tr>
<td>12 - 1994</td>
<td>March 1995</td>
<td>268 pages</td>
<td></td>
</tr>
<tr>
<td>13 - 1995</td>
<td>January 1996</td>
<td>251 pages</td>
<td></td>
</tr>
<tr>
<td>Volume 14 - 1996</td>
<td>January 1997</td>
<td>232 pages</td>
<td></td>
</tr>
<tr>
<td>-----------------</td>
<td>--------------</td>
<td>-----------</td>
<td></td>
</tr>
<tr>
<td>Volume 17 – 1999</td>
<td>January 2000</td>
<td>232 pages</td>
<td></td>
</tr>
<tr>
<td>Volume 18 – 2000</td>
<td>January 2001</td>
<td>274 pages</td>
<td></td>
</tr>
<tr>
<td>Volume 19 – 2001</td>
<td>January 2002</td>
<td>201 pages</td>
<td></td>
</tr>
<tr>
<td>Volume 20 – 2002</td>
<td>January 2003</td>
<td>328 pages</td>
<td></td>
</tr>
<tr>
<td>Volume 21 - 2003</td>
<td>January 2004</td>
<td>208 pages</td>
<td></td>
</tr>
<tr>
<td>Volume 22 – 2004</td>
<td>February 2005</td>
<td>207 pages</td>
<td></td>
</tr>
</tbody>
</table>
PAPERS PUBLISHED


REPORTS PUBLISHED


PAPERS SUBMITTED OR ACCEPTED FOR PUBLICATION AND PRESENTATIONS


**PENDING PATENTS**


**THESES AND DISSERTATIONS**


